
 

3.5.1 Number of Collaborative activities for research, 
Faculty exchange, Student exchange/ internship per year 



 

Research Collaboration  



Int. J. Electron. Commun. (AEÜ) 159 (2023) 154479

Available online 24 November 2022
1434-8411/© 2022 Elsevier GmbH. All rights reserved.

Regular paper 

A small wideband inverted L-shaped flexible antenna for sub-6 GHz 
5G applications 

Neeta Kulkarni a,b,*, Rajin M. Linus c, Nilesh Bhaskarrao Bahadure d 

a Department of Electronics Engineering, Sanjay Ghodawat University, Kolhapur, India 
b Department of Electronics & Telecommunication Engineering, SVERI’s College of Engineering, Pandharpur, India 
c Department of Electrical & Electronics Engineering, Sanjay Ghodawat University, Kolhapur, India 
d Department of Computer Science & Engineering, Symbiosis Institute of Technology Nagpur, Constituent of Symbiosis International (Deemed University), Pune, India   

A R T I C L E  I N F O   

Keywords: 
Flexible antenna 
Wideband 
Gain 
MIMO 
5G 

A B S T R A C T   

This manuscript carries out design and examination of flexible inverted L-shaped connected with a circular ring 
having plus-shaped geometry on the top left corner and a partial ground on the back. The antenna is realized on a 
flexible polyimide substrate which is fabricated for further investigation. The flexible resonator achieves a 
designed footprint of 20 × 30 × 0.2 mm3. The antenna is analyzed in terms of |S11|, 2D gain, radiation patterns, 
and efficiency under both normal and bend conditions. The antenna shows a decent match between experimental 
and software simulated data. To establish the use of the proposed design for 5G MIMO applications, an 8-port 
MIMO with the common ground is designed where the antenna shows satisfactory isolation >15 dB and ECC 
<0.01 which makes the flexible antenna an excellent choice for realizing the 5G MIMO antennas working at sub- 
6 GHz band.   

1. Introduction 

The advancements in technology have been helping to achieve the 
miniaturization of the devices that are used for various wireless appli
cations. Such applications not only demand a compact antenna but also 
demands high gain, wideband and low-cost characteristics. The an
tennas having wide bandwidth are suitable for sub-6 GHz applications 
due to higher data rate, lower transmission power, and high multipath 
channel performance. The popularity of low-profile antennas is 
increasing in wireless communication devices due to their cost- 
effectiveness and miniaturized size. The antenna with flexibility can 
be very well suited for miniaturized devices. Various wideband flexible 
antennas for applications like ISM (Industrial, Scientific & Medical) 
band [1], WiMAX and Sub-6 GHz [2], biomedical diagnostics [3], Sub-6 
GHz, and WLAN [4] are proposed in the literature. Flexible antennas are 
realized using various methods like inkjet printing [5,6], etching over 
flexible substrates [7,8], and patterning transparent flexible materials 
[9]. Etching of flexible substrates is much easier in terms of fabrication 
and it is more cost-effective. The higher data rates can be fulfilled by 
combining the MIMO (Multiple Input Multiple Output) technology that 
helps in enhancing the reliability while helping in extending the 
communication range for the given bandwidth. The flexible MIMO 

antennas using 2 ports [10,11], and 4 ports [12–17] are proposed by the 
researchers. Higher ports can suffice more user requirements. The 8-port 
MIMO antenna proposed in [18,19] are not flexible so the flexible an
tenna for 8-ports MIMO is not yet studied in the literature 

The proposed compact flexible 8-port MIMO antenna for sub-6 GHz 
5G applications is presented here. The antenna displays a decent result 
under normal and bending situations. The MIMO results depict that 
isolation >15 dB with ECC <0.1 is achieved which makes the antenna 
useful for miniaturized devices where higher user demands need to be 
sufficed. 

2. Design and analysis of proposed antenna 

The inverted L-shaped antenna with a plus-shaped geometry housed 
inside a circular ring is patterned on the top while the bottom layer has a 
partial ground plane as shown in Fig. 1(a and b). Flexible polyimide 
having a thickness of 0.2 mm is used as a substrate (εr = 3.5, tan δ =
0.0027). The flexible antenna achieves a low profile of 20 mm × 30 mm. 
Microstrip feeding is used which is optimized to work at 50 Ω. 

The antenna geometry selection is justified with the help of antenna 
evolution as shown in Fig. 2 (a). For all the designs, the ground plane is 
fixed as 9 mm in length. In step 1, in the proposed system, inverted L- 
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shaped conductive arms connected with each other are selected to 
achieve compactness and to resonate at 3.3 GHz. The length and width 
are calculated from well-known mathematical equations and optimized 
using an electromagnetic full-wave CST microwave studio. As shown in 
Eqs. (1)–(4), W and L are denoted as the width and length of the inter
connected inverted-L-shaped antenna, h is the thickness of flexible pol
yimide substrate, εeff, C, and fr are the effective permittivity, speed of 
light (3 × 108 m/s), and resonating frequency respectively. 
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The |S11| of the antenna is satisfactory however, the band of interest 

(sub-6 GHz) is not achieved. Hence, to shift the frequency band, a plus- 
shaped geometry housed inside a circular ring is added to the top left 
corner (Step 2). It is observed that the frequency band is shifted to the 
higher side. The final tuning of the band is achieved by adding another 
inverted-L-shaped geometry in between the housing created in step 1. 
This inverted L-shape patch is not touching the other patch and leads to 
an effect similar to capacitive coupling (Proposed antenna). The 
reflection coefficient plot as shown in Fig. 2(a) emphasizes for the 
proposed design the antenna resonates between 3.05 and 3.74 GHz 
covering the sub-6 GHz band. The partial ground on the bottom plane 
helps in bandwidth enhancement. At 3.3 GHz, the antenna achieves a 
reflection coefficient of>24.69 dB. The optimized dimensions are shown 
in Fig. 1 (a). The final design is shown in Fig. 1(c). 

To further justify the chosen geometry of the proposed antenna, an 
equivalent circuit model is designed by using Advanced Design System 
(ADS) software at resonating frequency 3.3 GHz and is shown below in 
Fig. 2(b) [20]. The parallel RLC circuit represents the interconnected 
two inverted-L antenna and plus sign radiator placed inside a circle. The 
single inductor and series combination of capacitors present the 
microstrip feed line and parasitic patch. It can be observed from Fig. 2(c) 

Fig. 1. Proposed antenna design (a) Front view. (b) Back view. (c) 3D View (All dimensions in mm).  

Fig. 2. (a) Flexible antenna evolution, (b) equivalent circuit model, (c) reflection coefficient (S11) curve in dB.  
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that the reflection coefficient curve lies in the frequency range of 
3.20–3.59 GHz covering the required bandwidth of Sub-6 GHz 5G bands. 

2.1. Parametric Analysis 

The parametric analysis is carried out on various parameters of the 
antenna like the width of the feedline, length of the ground plane, the 
height of the substrate and its corresponding reflection coefficient is 
observed. 

As shown in Fig. 3(a), the feed width variation directly affects the 
impedance matching of the antenna so the value of 1 mm is selected 
which gives the best impedance matching performance. Next, the effect 
of partial ground on bandwidth enhancement is analyzed by varying the 
length. It is observed that the impedance bandwidth greatly depends on 
the length of the ground plane. The value of 9 mm is selected for 
achieving maximum impedance bandwidth as displayed in Fig. 3(b). 
Lastly, the effect on the reflection coefficient by variation of sub
strate height is carried out which is illustrated in Fig. 3(c). The sub
strate height of 0.2 mm gives a decent performance. 

3. Results and discussion 

The optimized antenna using CST software is fabricated for verifying 
the results with the simulated one. The antenna prototype is displayed in 
Fig. 4(a–c) where three different conditions including normal, bending 
along the X axis, and bending along the Y axis are depicted. The 
reflection coefficients of antennas under these conditions are measured 
using Keysight VNA 99212A while an anechoic chamber is utilized for 
the measurement of radiation patterns. 

Fig. 5 illustrates the reflection coefficient plots for all three condi
tions. It is observed that under normal conditions the antenna displayed 
an impedance bandwidth of 3.05–3.74 GHz with a center frequency of 
3.3 GHz. After bending the antenna at a radius of 10 cm which is chosen 
based on the maximum bending angle along the X and Y axis, the 
reflection coefficient is not much deteriorated. The measured values 
coincide well. 

The current distribution at resonating frequency 3.3 GHz without 
and with bending is shown in Fig. 6(a–c). From Fig. 6(a) it can be 
observed that the current is flowing through the outer inverted L-shaped 
arms which helps in generating the resonance at 3.3 GHz. The small 
current flowing through the plus-shaped geometry housed inside a 

Fig. 3. . Parametric study (a) Feedline width. (b) Ground length. (c) Substrate height.  

Fig. 4. . Fabricated Antenna (a) without bending, (b) X-axis bending, (c) Y-axis bending.  
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Fig. 5. . Reflection Coefficient (a) without bending, (b) X-axis bending, (c) Y-axis bending.  

Fig. 6. . Current Distribution Pattern at 3.3 GHz (a) Without bending. (b) Bending along X. (c) Bending along Y.  

Fig. 7. . Co/Cross Pol patterns at 3.3 GHz along E and H Plane (a) without bending, (b) X-axis bending, (c) Y-axis bending.  
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circular ring indicates that it acts as a capacitive reactance and helps in 
shifting the resonance towards higher frequency. Finally, the current 
flowing through a middle inverted L-shaped arm indicates that it acts as 
a coupling element between the outer arms which helps in fine-tuning 
the resonant frequency band. 

When the antenna is bent along the X and Y axis as shown in Fig. 6(b) 
and (c), the variation in current distribution on the arm just above the 
feedline as well as through the inverted L-shaped arm is observed while it 
remains almost similar to that of the antenna in normal conditions on 
the two side arms. 

The co/cross-pol pattern is depicted in Fig. 7 at E and H planes, 
respectively. For normal and bending conditions, the isolation is better 
than 15 dB for measured and software-simulated data. 

The gain and efficiency plot of the antenna is shown in Fig. 8. Under 
normal conditions the gain of the antenna is >2.2 dBi within the 

resonant band which deteriorated to under 2 dBi when the antenna was 
bent along the X axis. The gain for Y-axis bending is almost similar to 
that of the normal antenna. The efficiency of the antenna for all con
ditions is well above 95 %. A reasonable correlation is observed between 
measured and simulated outcomes. 

The antenna is tested in terms of ECC and S parameters for 8-port 
MIMO configuration as shown in Fig. 9. The antenna elements are 
deployed horizontally with an edge-to-edge distance of 9 mm whereas 
the same distance of 9 mm is maintained between vertical elements as 
well to form 8-port MIMO geometry. The reflection coefficient is well 
matched with the single antenna with isolation >15 dB and ECC <0.1. 
For brevity, only a few reflection co-efficient, as well as transmission 
coefficient curves, are shown. 

The proposed flexible antenna is compared with other MIMO an
tennas (see Table 1) where it is observed that the antenna proposed in 

Fig. 8. Plot of the antenna with and without bending for (a) Gain, and (b) Efficiency.  

Fig. 9. . 8-Port MIMO antenna (a) Antenna prototype. (b) S-parameters. (c) ECC.  

Table 1 
Parameters comparison of the antennas.  

Reference Dimensions (mm3) Bandwidth (GHz) Isolation (dB) ECC Flexible No of ports 

[14] 66 × 45 × 0.625 2.21–6 >15  <0.016 Yes 4 
[15] 31.62 × 3.3 × 0.5 11.6 % 

(35 GHz center) 
>40  <0.06 Yes 4 

[16] 22 × 31 × 0.125 3.43–10.1 >15  <0.3 Yes 4 
[17] 25.4 × 11 × 0.147 27.2–40 >20  <0.06 Yes 4 
Proposed 95 × 65 × 0.2 3.05–3.74 >15  <0.1 Yes 8  
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[14,16] resonate at the band of interest however they both have higher 
volume. Antennas in [15,17] are proposed for higher frequency bands. 
Moreover, all the antennas are 4-port antennas. 

4. Conclusion 

The design of an inverted L-shaped flexible antenna with the partial 
ground is studied. The antenna is fabricated and tested under normal 
and bend conditions. The partial ground plane with an inverted L-shaped 
structure helped in achieving the required band. The fabricated flexible 
8-port MIMO antenna achieves a dimension of 95 × 65 × 0.2 mm3 that is 
appropriate for the integration with miniaturized circuits. The experi
mental data matches well with the software-simulated data. The flexible 
8-port MIMO antenna presented here shows a low profile, an impedance 
bandwidth of 3.05–3.74 GHz covering the sub-6 GHz band with Isola
tion of >15 dB, ECC <0.1 with acceptable gain and efficiency values 
under normal and bend conditions. 
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 The various configurations that exist for a compatible circuit depend on an 

object, such as operating conditions, the occurrence of an inter-circuit error 

and the result of the coupling of the transmission line. This feature makes the 

protection of the same transmission lines very difficult. This paper introduces 

a new algorithm based on a state diagram that contains location data collected 

on a passing bus. Combine the different separation processes and the 

impedance-based process is used. The classification process cannot detect 

internal errors and only compares with existing phases where the same 

regional error occurs in the 2D space and the impedance-based method used 

to cover the resulting error. The proposed algorithm incorporates impedance-

based methodology and separation technology to provide the appropriate 

response under all operating conditions of the same circuits. 
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1. INTRODUCTION 

Parallel transmission lines are all now widely used in the electrical network and they're less expensive 

to develop than new designs. That alone ensures this same transmitting line's dependability and safety [1]. 

Because of their higher frequencies, parallel configuration power lines set up in the same towers are used on 

high-voltage transmission implementations. But the factors like the mutual coupling effect, inter-circuit faults, 

external faults, and the faults that occur due to different operating conditions of the parallel transmission line 

make the protection of a parallel transmission a challenging task [2]. The current differential protection scheme 

using a communication link between the ends of the transmission line could provide accurate protection of the 

parallel transmission line. But the reliability of the transmission line is directly proportional to the reliability 

of the communication links hence the protection system could use the algorithm which depends on the local 

information available at the relay point will help the protection system of the parallel transmission line for 

accurate fault detection and mitigation [3]. 

If a traditional distance relay is being used to protect a parallel transmission system, mutual inductance 

has an effect on the distance relay's performance [4]. When both line segments are operational, if the distance 

relay is established to secure 80% of the total of the transmission network, and besides based on mutual linkage, 

this only protects 50% of the line. In contrast, when one of the lines has been out of the system or grounded at 

both endpoints, the distance relay would provide 100% coverage [5], [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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It is important to remember that the transmitting stage will be lowered due to the effect of the exchange 

between the same connection if the typical range has been carried out to defend the related sections. For a 

reliable transmission sequence, if the distance transmission configuration is set to 85% of the impedance line, 

then only half of the overhead lines will be covered. Today, a transmitter can have coverage of more than 100% 

if one of the identical circuits is dormant and deeply implanted at both ends [7]. Capacitive reactance, fault 

resistance, and the implications of mutual coupling all affect the performance of distance relays. It causes 

problems in the functioning of the distance relay. To ensure the distance relay functions accurately, various 

filtering methods are being implemented. They include wavelet filtering, rapid Fourier transform, and prony 

filtering. However, a distance relay's effectiveness is affected by several factors, including its capacitive 

reactance, fault resistance, and mutual coupling. 

Innovative algorithms prevent this [8], [9]. One method safeguards the entire transmission line. 

Terminal-based functions include cross-differential. The cross-differential approach compares parallel circuit 

current phasor magnitudes. When two current phasors surpass the threshold value, it detects an inter-circuit 

fault [10], [11]. Cross differential protects the line from mutual coupling and responds faster than distance 

protection. Comparing parallel circuit phases' impedances is another option. One such approach is activated if 

both circuits appear active and disabled otherwise. Nonetheless, this method may be better at detecting 

transmission line end distant site defects [12]. A nonpilot-based parallel electrical transmission protection 

methodology describing distant circuit breaker (CB) operation has been utilized to find remote defects. 

Superimposed currents can detect remote CB openings [13]. During transmission line, and internal fault 

conditions, the distance relay's second zone operation has been sped up. However, such a technique must be 

tested for changing faults, where the problem expanded to other phases after a time delay [14]. An evolutionary 

defect may misunderstand the superimposed waveforms as a remote CB, causing the relay to operate improperly. 

The article explains a method for safeguarding dual-circuit transmission lines using a state diagram. 

The proposed method combines the results of the impedance-based approach and the crossover method  

[15], [16] to deliver a protection system that is both faster and more reliable. To compare the phases of the 

currents in parallel circuits, a novel cross-differential approach is created. The complete range of operational 

states in a two-dimensional space has been partitioned into six parallel regions [17]–[19]. The  

frequency-division differential strategy is not always capable of spotting internal faults; hence an additional 

impedance-based method has been utilized to cover all possible mistakes. By simulating a parallel connection 

across a sliced-up two-dimensional domain, the impedance-based method effectively recreates the mutual 

coupling effect [20]–[22]. In certain operational situations, the residual current of the grounding circuit is to be 

expected when one of the parallel circuits breaks and both ends were mostly grounded. The suggested method 

identifies transmission line functionality in addition to including the end of the transmission line, and it is based 

on a state diagram that makes use of the transition sequence between distinct defined states to handle particular 

faults. Have made use of the CB that was cut out of the tree [23]–[26]. Section 2 outlines the system relay's 

traditional operating principle. Section 3 outlines the system state diagram based on state logic, and in section 

4, we conclude that, compared in comparison to other algorithms, the suggested methodology appropriately as 

well as efficiently encompasses inter-circuit and evolving faults. Furthermore, this protects the transmission 

line's end by detecting the functioning of the remote-end CBs. 

 

 

2. PROPOSED RELAY 

The full circuit diagram of the double-circuit transmission network in use to evaluate the novel 

methodology is shown in Figure 1. A single-pole tripping operation is used by the CB. The given methodology 

is used to secure the system by opening the CB of all phases after discovering interior problems, even if the 

single-pole tripping functionalities are not usable. 
 

 

 
 

Figure 1. Transmission circuit layout with two circuits 
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2.1.  Presented 2D space cross-differential method 

The fundamental concept of the cross-differential method is based on comparing the current phases 

of a parallel transmission network. The current balanced relay's status is indicated by: 

 
|𝐼1| − |𝐼2| > 𝐼𝑜𝑝 ⇒ Trip circuit 1 (1) 

 
|𝐼2| − |𝐼1| > 𝐼𝑜𝑝 ⇒Trip circuit 2 (2) 

 

Where I1 represents the current in phase circuit 1 and I2 represents the current in phase circuit 2. Whenever the 

variation in magnitude between parallel circuit currents increases a top threshold, the relay sends a trip 

command to a CB. The highest imbalance identified during the non-faulty condition has been used to determine 

the threshold value. Meanwhile, whenever a remote fault happens on one of the circuits, the variation in the 

magnitude of the current of the parallel connection is much less than the prescribed level of threshold current, 

and the cross-differential methodology has been unable to cover the full length of the transmission network. 

Since both phases of a double circuit line have become operational, the cross-differential method is 

well because it does have high sensitivity as well as fast fault clearing. Whether any of the lines is not 

operational, the characteristics also aren't met, and the cross-differential methodology could fail to prevent 

relay mal-operation. Also, as consequence, the suggested methodology could be incapable of resolving 

evolving flaws. In the case of SPT, the traditional cross differential relay wrongly trips this same healthy section 

after the SPT operation of the CB tries to open the fault occurs section. Figure 2 depicts the current waveforms 

of phase c on circuit 1 of the parallel transmission line, which is where the line to ground (LG) fault is generated. 

After the 20s, the issue on bus S is fixed by SPT. As soon as the issue is fixed, the phase C current in the 

unfaltering part of the circuit rises, while the current in the faulted part of the circuit begins to fall. As seen in 

Figure 3, this state of affairs persists until the breaker opens the faulty part, resulting in a false tripping of the 

healthy section. 

 

 

 
 

Figure 2. Current waveforms during LG fault of circuit 1 
 
 

 
 

Figure 3. Current waveforms during LG fault of circuit 2 
 

 

Inter-circuit failures between two different phases have the same issue. To prevent the asymmetric 

current from exceeding the threshold level in the healthy portion of parallel circuits during single faults, the 

threshold current value must be set appropriately. This technique lessens the need for relays to safeguard the 

parallel lines end from a cross differential. In Figure 4, we see the cross-differential method in action, 

segmenting a two-dimensional space. Using the potential scenarios of the power network under different circuit 

operating conditions, we can classify six sectors. 
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Figure 4. Illustrates the suggested cross-differential computation 2D space segmentation 
 

 

There are a variety of power network conditions in each region, which are summarized in Table 1. 

The proposed method accommodates all possible operational states of parallel circuits, and it need not be 

disabled anytime one of the circuits is down. However, additional conditions are taken into account in particular 

regions (i.e., S1, S2, S4, and S6) to distinguish internal problems happening on the protected transmission 

network. This is because, as shown in Table 1, many alternate scenarios for the local electrical grid have 

become practicable in these areas. 
 

 

Table 1. Feasible conditions corresponding to various regions of the suggested 2D cross-differential relay 
Area Transmission system condition. 

S1 Normal load condition. 
Internal and external faults when the impedance of the source is very high. 

S2 Circuit 2 is out for service, with Normal load conditions. 

An external fault on circuit 1 when circuit 2 is not in operation. 
S3 A fault occurs on circuit 1 of a parallel transmission line. 

S4 A remote fault occurs on both circuit 1 and circuit 2 when both are in operation. 

S5 A fault occurred on circuit 2 of a parallel transmission line. 
S6 An external fault occurs when circuit 1 is not in operation. 

Normal load condition. 

 

 

2.2.  Adjacent line zero-sequence current adaptive compensation 

Incorrect distances relay functioning may occur as a result of the mutual coupling effect of a parallel 

transmission line on phase voltages. One of the parallel circuits failing to work properly and becoming 

grounded at both ends is the worst-case situation. Because of this, external faults that are far from the remote 

bus may be apparent within the first protective zone of the relay, even though the relay is designed to protect 

only against faults within its range. A compensating factor improves the accuracy of the measured impedance 

of a faulted circuit, but it also causes false tripping of a healthy circuit. A suggested two-dimensional  

cross-differential methodology includes an appropriate method for assessing if the impedance should have been 

determined even without mutual coupling compensation. If the current locus would be in the second or third 

quadrant, the impedance has been estimated with mutual coupling compensation in which compensation wasn’t 

given to circuit 2. 

However, if the current locus has been in a second or third quadrant, impedance has been determined 

with mutual coupling compensation, even if compensation wasn’t presented to circuit 2. If the locus has been 

between the first and fourth regions, mutual coupling compensation has been applied to both parallel circuits. 

As shown in Figure 5, the current transformer has been assembled behind its CB, so that when the CB has been 

opened, the relay cannot connect directly to the current of the corresponding line. When one of the circuits is 

turned off and both ends are grounded, of that kind situations exist. By connecting additional CT the current will 

compensate but it is not practically possible. The suggested method solves this issue by using relay data to 

calculate an estimate of the zero-sequence current in the grounded circuit. For Figure 5(a) the formula for the 

current in the zero sequences when circuit 2 is off and both ends are grounded is (3): 

 

𝐼𝑆𝑂2 =
𝛼⋅𝑍0𝑚12⋅𝐼𝑆01−(1−𝛼)⋅𝑍0𝑚12⋅𝐼𝑅01

𝑍12+𝑍02
 (3) 

 

Mutual coupling impedance between circuits 1 and 2 is denoted as Z0m12, where IS01 and IR01 represent 

the zero-sequence currents at the transmitting and receiving ends of circuit 1 respectively. The positive zero 

sequence impedance is denoted by Z01, and the negative impedance is denoted by Z02. The distance between 

the site of the failure and the relay, measured in power units, is denoted by. Relay-to-fault-point distance on a 

per-unit basis. The formula for the zero sequence current in a grounded circuit is (4): 
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𝐼𝑆𝑂2 =
𝑍0𝑚12⋅𝐼𝑆01

𝑍12+𝑍02
 (4) 

 

Two scenarios of parallel circuit configuration is depicted in Figure 5, where only one circuit is 

functioning at a time. As can be seen in Figure 5(a), in the initial state, the zero-sequence current is flowing 

through the ground return. Figure 5(b), the zero-sequence current is absent in condition 2. Voltage readings are 

close to zero when the power-off circuit is grounded at both ends. When both ends of a circuit are disconnected, 

the induced voltage from the two parallel interconnects will cancel out, and the measured value will be the 

same as the open-circuit voltage. Thus, the proposed method always assumes that (3) is fulfilled for grounded 

sections and the zero-sequence current is zero for ungrounded sections. 

 

 

  
(a) (b) 

 

Figure 5. Parallel circuit configuration (a) power off circuit is grounded at both ends and (b) power-off 

circuits are open at both ends 

 

 

3. STATE DIAGRAM-BASED DECISION-MAKING LOGIC PROPOSED 

The whole work presented a state-diagram-based technique that combines impacts of opposite 

division with impedance-based techniques. Throughout this manner, a sequence of events distinct from the 

transfer system could be observed, facilitating the transition of quick and reliable judgments. It really should 

be mentioned that incorporating multiple transfer releases with the basic thing "OR" does not address the issues 

they could encounter in the same line of safety. For illustration, if the transmitted impedance has been used to 

prevent parallel lines from traveling differently, this could construct a faulty route to the positive line besides 

confronting the closest line.  

In another instance, whenever one of the same lines seems to be closed, standard separation techniques 

must be deactivated needed to reduce false positives in the service line. As a third scenario, whenever a remote 

error occurs at the end of a portion of a transmission line, none of its most common orders to distinguish based 

on the discriminatory impedance error seems to be applicable. The suggested impedance methodology has been 

divided into two modules that are protected for circuits 1 and 2. Each impedance module has been composed 

of six components. Three of such essentially concerned only those errors in the sub-protection classification 

that have been involved in the error for each category (e.g., category A, G, -, and - the materials used). 

Whenever one of the following techniques has been satisfactory, the outcome of each item has seemed. 

- The approximate impedance of the feature is found within the original protection zone. 

- When an object's limiting impedance is detected inside the second safety zone, the associated countdown 

clock has run out. In contrast to conventional range transmission, the suggested approach finds multiphase 

faults using phase unit extraction. It is up to the class attributes in each unit category to decide if the fault 

involves a protected category or associated circuits. This method of testing the impedance modules' output with 

a cutting-edge classification algorithm guarantees that any faulty parts will be identified in the event of inter-

circuit faults. Meanwhile, the state according to the same circuits in a different 2-D environment compensates 

for the effect of collaboration between the same circuits. For the sake of clarity, we received some notices all 

over the paper to demonstrate how we could make up for the reunion. Please continue with a description of the 

impedance modules that include the loop-loop errors estimated without accounting for the impact of 

cooperation between the same circuits. 

It has also been demonstrated that the overall effect of these is compensated for using zero algebraic 

currents and that the loop-loop impedance has been calculated using zero sequences of the adjoining circuit. 

The six provinces have been described due to differing spatial conditions of the circular circuits in the 2-D 

spacing, as shown in Table 2. The graphic-based method developed by the government has been intended to 

conduct in-depth research and computation analyses under various conditions. Figure 6 illustrates the proposed 

method which is divided into three parts for clarity, so each category has been described separately. 
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Part I: the first section of the suggested method is depicted in Figure 6(a). So both circuits seem to be 

operational, this somehow encompasses internal inconsistencies by one of them. A fault in region 1 would 

cause the appropriate circuit cycle locations to shift from their usual state (say, Location S1) to Location S3. In 

this instance, we have resolved an internal problem in region 1 and sent a trip order to the corresponding CB 

BR1. If BR1 is released, the system will transition to state 6 and the current in the negative circuit's corresponding 

phase will decrease to zero. There may be local currents in the S5 region before the end of the year. It's possible 

that the healthy region's twin region won't return to normal until the problem is fixed by opening the remote 

CB BR3. A rise in output from the impedance module, indicating an increase in line impedance and an associated 

error, begins at time value 6. 

Compensation for the outcome of the merger is explicitly excluded from this. This is done so that 

when proximity errors occur in one part of the world, they won't be mistaken for favorable results in a healthy 

part of the world. State 3 locus currents will transition to state 4 if the fault is not corrected and circuit 2 is reset 

to the same phase before BR1 is closed. Here, performance has been employed to identify a mutable node in 

circuit 2 and agitate the associated CB2 BR2. When an error occurs in circuit 2, the S5 region continues to 

experience the same circuit's current magnitude, and a dispatch signal is sent to the BR2 conductor of the 

associated circuit. The system enters condition 2 when the current in the associated phase drops to zero after 

BR2 has been opened. In region 2, the impedance module begins making line impedance estimates, and this 

estimation process is flawed regardless of the level of the output. 

 

 

Table 2. Conditions of transmission lines under various states 
State number Description 

1 The locus of the two circuit currents is inside area S1 
2 The locus of the two circuit currents is inside area S2 

3 The locus of the two circuit currents is inside area S3 

4 The locus of the two circuit currents is inside area S4 
5 The locus of the two circuit currents is inside area S5 

6 The locus of the two circuit currents is inside area S6 

 
 

Part II: Figure 6(b) shows the second part of the diagram of the proposed state algorithm. The rotating 

area of the same circuits may remain within the S4 area under a variety of conditions (i.e., remote errors from 

the same line, inter-circuit errors covering the same sections in both regions, and external errors). Table 3 

summarizes the possible sequence of state changes in various contexts. The suggested methodology employs 

cutting-edge switch sequences to detect remote inaccuracies just at the end of the line, which can be handled 

by basic separation transmission as well as impedance transmission. For example, a remote error in region 1 is 

quickly identified as a proximity error with a transmission attached to a remote bus. Therefore, long-term 

transmission can disable compatible CB BR3. 

If BR3 is open, the twin phase current in the functional circuit will increase (i.e., circuit 2). As the 

strain on the system lessens, as shown in Figure 6(b), the system changes from state 1 to state 2 or state 3 as 

appropriate. This particular scene involves a trip command being issued to CB BR1 after a remote malfunction 

on circuit 1 was detected. In a like fashion, if a remote fault is detected on circuit 2, the remote relay will trip 

CB BR4, which will then cause the system to transition to either state 5 or state 6 depending on the load. At all 

times, this scenario involves the establishment of a remote fault on circuit 2 and the subsequent imposition of 

a trip command on CB BR2. As a result of disturbances from the outside, the system transitions from state 1 

to state 4. A fault remains in state 4 until the associated protective relay clears it. Once the outside cause of the 

problem has been fixed, the system will revert to state 1. 

Next, impedance modules and secondary safeguards were added to the long-distance transmission 

system. Modules that do this measure currents in a zero-crossing and utilize that information to determine 

impedance, compensating for the effect of mutual coupling. CBs BR1 and BR2 will trip to disassociate the 

fault if the external fault is not rectified before the 2nd zone timings expire. The locus of parallel circuit currents 

may also be within region S4 in the event of inter-circuit failures involving phases shared by both interconnects. 

Such malfunctions are shielded by the impedance modules. In addition to rapid operating rates for faults in the 

first protective zone, the impedance modules also contain the line terminal end in the 2nd protective zone. It 

should have been noted that due to the configuration of three phases on the structural system, such inter-circuit 

faults take place infrequently in practice 3). 

Part III: Figure 6(c) depicts the third part of the suggested technique. It can be used to prevent the 

transmission system whenever one of the parallel connections fails. In the last section, we discussed how the 

relay might not have had access to the zero-sequence current of the disconnected circuit because of the way 

the current transformers were set up. It changes to state 2 when the phase currents in circuit 2 are zero, which 
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happens when the circuit is shut off. If the line impedance output has grown significantly during state 2, this 

indicates a problem. In state 6, the mutual coupling effect is compensated for using the approximated  

zero-sequence current; this is achieved by preventing the distance relay first zone overreach, which would 

otherwise cause unnecessary tripping due to external faults far beyond the remote bus equally upon turning off 

circuit 1. When the transmission system is included throughout (state 6), the impedance module keeps a 

constant eye on the line impedance and shuts it down if necessary. 
 
 

  
(a) 

 

(b) 

 

 
(c) 

 

Figure 6. Proposed method (a) part I of the proposed algorithm, (b) part II of the proposed algorithms  

and (c) part III of the proposed algorithm 
 
 

Table 3. The state transition for each circumstance in part II 
Case Events State transition 

1 External fault on the remote line, BR5 opened 1,4,1 
2 A remote fault occurs on circuit 1, BR3 opened 1,4,3 

3 A remote fault occurs on circuit 1, BR3 opened 1,,2 

4 A remote fault occurs on circuit 2, BR opened 1,4,5 
5 A remote fault occurs on circuit 2, BR4 opened 1,4,6 

6 Inter circuit fault detected by relay D’1 

External fault not detected by the associated relay, it can be identified by the 2nd zone of D’1 

1,4, D’1 output is 

high 
7 Inter circuit fault detected by relay D’2 

External fault not detected by the associated relay, it can be identified by the 2nd zone of D’2 

1,4, D’2 output is 

high 

 

 

4. CONCLUSION 

The mutual couple effect is affecting the operation of the relay. It causes the relay to underreach or 

overreach. This paper introduces a new algorithm to protect the parallel transmission line from the mutual 

coupling effect. The new algorithm used a two-dimensional space state diagram which used information at the 

remote location of the relay. An impedance-based technique and the cross-differential method both contribute 

to the final result, which is then integrated using a schematic. To evaluate the current in the parallel connection 

of the transmission system, the cross-differential method is used. While using parallel circuits, the traditional 

cross-differential method algorithm must be disabled. A cross-differential method monitors the  

impedance-based approach, which dynamically modifies the mutual interaction based on the state of the 
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parallel circuit currents in discrete regions of 2-dimensional space. So, if any of the parallel circuits was not 

around and has been grounded at both endpoints, the zero-sequence current of the ground circuit can be used 

to counteract the relay's overreach issue.  

A state diagram technique requires the sequence transition between different zones to diagnose the 

issues, allowing the relay to have sent the correct trip command to the correct CB. When both circuits of a 

parallel transmission line have become operational, the suggested methodology responds to transient conditions 

or modifications in the process with less than a cycle. Because of the good precision of the cross-differential 

methodology, it provides a quick response during a change in operation, even during the fault-clearing 

technique. In comparison with other methodologies, the suggested methodology accurately and consistently 

encompasses inter-circuit as well as evolving faults. Furthermore, it protects the lines end by sensing the 

operation of the remote-end CBs. 
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 The effectiveness of a permanent magnet synchronous motor (PMSM) drive 

managed by an automatic voltage regulator (AVR) microcontroller using 

field oriented control (FOC) with space vector modulation (SVM) and a 

diode clamped multilevel inverter (DCMLI) is investigated. Due to its 

efficacy, FOC would be widely implemented for PMSM speed regulation. 

The primary drawbacks of a 3-phase classic bridge inverter appear to be 

reduced dv/dt stresses, lesser electromagnetic interference, and a relatively 

small rating, especially when compared to inverters. PMSMs have a better 

chance of being adopted in the automotive industry because of their compact 

size, high efficiency, and durability. The SVM idea states that an inverter's 

three driving signals are created simultaneously. Using MATLAB 

simulations, researchers looked into incorporating a DCMLI with a resistive 

load on an AVR microcontroller. Torque, current, and harmonic analysis 

were evaluated between the SVM and the inverter-driven PMSM drive in 

this research. In comparison to the prior art, the proposed PMSM drive has 

better speed and torque management, less output distortion, and less 

harmonic distortion. 
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1. INTRODUCTION 

The characteristics of permanent magnet synchronous motor (PMSM) are the low value of cogging 

torque, ruggedness, high efficiency, high power to weight ratio, and additional reluctance torque. In an electric 

vehicle application, the motor, run to different load and speed profiles; hence it is used application. In PMSM, 

due to the magnet in the rotor and constant air gap, it is not needed to supply magnetizing currents through the 

stator flux. When at high speed, it gives high current and fewer switching losses. If put into practice, it would 

allow for a range of speeds by rapidly switching between low switching frequencies for slow speeds and high 

switching frequencies for fast speeds [1], [2]. Vector control is the most useful method for field oriented control 

(FOC). The FOC approach has replaced the direct torque control (DTC) method in AC drives [3], [4] because of 

its superior performance. The good-current regulation, high torque response, and simple construction have the 

advantages of FOC. Some of the advantages of multilayer inverters include increased efficiency, lower voltage 

https://creativecommons.org/licenses/by-sa/4.0/
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distortion, lower harmonic content, and lower dv/dt at each switch. A pulse width modulation (PWM) controller 

multilayer inverter can switch to a lower frequency [5], [6]. The FOC is a vector control method based on the 

working principle of a separately excited d.c motor. This method can effectively control the motor torque and 

flux by controlling the stator reference currents, rotor angle, and torque of the alternating machine. In this paper, 

a novel space vector modulation (SVM) technique is designed for the FOC based diode clamped multilevel 

inverter (DCMLI) PMSM to drive for torque, speed, and stator current of PMSM [6]. 

The inverter switching vectors have been automatically constructed from the instantaneously 

sampled reference phase voltages [7], [8] without the need for lookup tables or difficult logical choices. In 

this study, we analyze DCMLI using a simulated SVM and then feed the results into a three-phase resistive 

load. It reduces switching losses and total harmonic distortion (THD). In this case, the automatic voltage 

regulator (AVR) microcontroller simulation results have been confirmed for use in actual projects. Pulses are 

generated by the atmega 8 and fed into the inverter. 

FOC provides high-quality control capability in FOC SVM over the full range of torque and speed 

fluctuations [9]–[11].There are d & q current modes in FOC The q torque mode is run the desired torque 

from the PMSM. The d current mode is run with a zero to minimize the unwanted direct torque component 

[12]–[14]. To overcome this drawback in PWM, an SVM modulation technique is used.SVM selects vectors 

in a d-q stationary frame. Space vectors are based on induction machines magnetism. Three-phase amounts 

become two-phase [15], [16]. Space vectors can represent active and "0" switching [17]. V1-V6 forms a 

symmetric hexagon to diversify sectors (1 to 6). Each sector is 60° apart. SPWM compares sine waves to 

triangular waves [18]–[20]. Switching points result from the triangular carrier wave of frequency fc and the 

reference modulatory sine wave of frequency fm. This research presents MATLAB simulation and hardware 

validation of three-level DCMLI-fed FOC-PMSM drives using SVM and AVR microcontroller [21]–[25]. 

This paper follows this format. Section 1 covers the overview, section 2 the analytical approach, section 3 the 

virtual world assessment and outcomes, and section 4 the hardware configuration. section 5 is the 

experimental outcome and the conclusion of this paper is in section 6. 

 

 

2. METHODOLOGY 

Mathematical model analysis of PMSM is a concern, the d-axis-induced voltage is: 
 

𝑢𝑑 = 𝑅𝑑𝑖𝑑 +  
𝑑𝜆𝑑

𝑑𝑡
− 𝜔𝑟𝜆𝑞 (1) 

 

The q-axis induced voltage is: 
 

𝑢𝑞 = 𝑅𝑞𝑖𝑞 + 
𝑑𝜆𝑞

𝑑𝑡
− 𝜔𝑟𝜆𝑑 (2) 

 

𝜆𝑑 = 𝐿𝑑𝑖𝑑 +  𝜆𝑚 (3) 
 

λq=Lqiq (4) 
 

Ld=Lq (5) 
 

The torque equation is: 
 

𝑇𝑒  =
3

2

p

2
(λd𝑖𝑞 − λq𝑖𝑑) (6) 

 

Put in (7): 
 

𝑇𝑒  =
3

2

p

2
[(λ

d
𝑖𝑑 + λ𝑚)𝑖𝑞 − Lq𝑖𝑞𝑖𝑑] (7) 

 

𝑇𝑒  =
3

2

p

2
[(Ld − 𝐿𝑞)𝑖𝑑𝑖𝑞 + λ𝑚𝑖𝑞] (8) 

 

𝑅𝑒𝑙𝑢𝑐𝑡𝑎𝑛𝑐𝑒𝑡𝑜𝑟𝑞𝑢𝑒 =
3

2

p

2
(Ld − 𝐿𝑞)𝑖𝑑𝑖𝑞  (9) 

 

𝑓𝑖𝑒𝑙𝑑𝑡𝑜𝑟𝑞𝑢𝑒 =
3

2

p

2
λ𝑚𝑖𝑞 (10) 

 

𝑇𝑒  =
3

2

p

2
λ𝑚𝑖𝑞 (11) 
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Te=Ktiq (12) 

 

𝐾𝑡  =
3

2

p

2
λ𝑚 (13) 

 

Therefore, electromagnetic torque is:  

 

𝑇𝑒 = 𝑇𝑙 + 𝐵𝜔𝑚
+ 𝐽

𝑑𝜔𝑚

𝑑𝑡
 (14) 

 

The primary goal of FOC is the control of torque and currents along the stator axis (d and q). By 

regulating the motor's torque and flux based on information from the stator currents and the rotor angle, FOC 

can accomplish desirable results such as high output and reduced torque ripple. The system consists of a 

current regulator, a direct-axis component, a q-axis component, and a speed regulator. The FOC method is 

depicted in block format in Figure 1. 

 

 

 
 

Figure1. Schematic illustration of FOC 

 

 

Design of converter: 

- Design of diode bridge rectifier 

Voltage (input)=290 V, frequency=50 Hz, filter output voltage (rectifier)=380 Vdc 

- Design of three-level diode clamp inverter, while selecting MOSFET, Vdc>0.707 xma Vdc [let ma=1 

(max)]>0.707×1×380>268.66 volts, Vgs>12 volts, Id>ILmax>2 amps 

Transition times should be minimized. IRFP460 is the MOSFET of choice, output voltage (inverter)=280 V, 

switching frequenc=2.5 KHz, inverter rating (KVA)=1.5 KVA 

- Isolator drive and AVR microcontroller details 

To regulate the output, there are twelve 7,812 ICs and twelve 4N35 optical couplers. The transformers have a 

rating of 230 volts to 12 volts and 500 milliamperes (12 No). The ATmega8 (28 Pin) is responsible for 

creating pulses, while the ATmega16 (40 Pin) is in charge of the control and monitoring circuit (40 Pin). 

 

 

3. SIMULATION ANALYSIS AND DISCUSSION 

The simulation diagram of FOC is shown in Figure 2. Design, simulation, and implementation of 

FOC SVM DCMLI-driven PMSM drive using an AVR microcontroller are investigated for the different 

speeds. It is shown in Figures 3-7. The frequency analysis of the inverter output and THD analysis are shown 

in Figures 8 and 9. The parameters of the motor and inverter have been listed in Tables 1 and 2. THD, torque, 

and current ripples of DCMLI are listed in Tables 3 and 4. Figures 3 and 4 shows inverter voltage and current 

respectively with less THD. Figures 5-7 show the performance of the PMSM drive using SVM.  

The reference speed changed from 0 to 1,000 rpm for time t=0.05 s and speed are constant for the 

time of t=0.05 s to 0.3 s. Motor speed was 1,700 rpm for time t=0.3 s to 0.35 s. Speed reached the reference 

valuefor time t=0.6s as shown in Figure 6. The value of load torque is 0.2 N.m for time t=0s to 0.4s. It is 

decreased for time t=0.3s to 0.4sshown in Figure 6. The initial current of the motor was 1.4 amp and it 

reduces up to 1.3 amp for time t=0s to 0.1s as shown in Figure 7. 
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Figure 2. Simulation diagram of FOC 
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Figure 3. Output voltage of FOC-DCMLI 

 

 

 
 

Figure 4. Output three-phase current FOC-DCMLI 
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Figure 5. Output speed response of FOC-DCMLI 

 

 

 
 

Figure 6. Output torque response of FOC-DCMLI 
 

 

 
 

Figure 7. Output phase current FOC-DCMLI 
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Figure 8. THD of the voltage of FOC-DCMLI 
 

 

 
 

Figure 9. THD of current of FOC-DCMLI 
 
 

Table 1. PMSM specification 
Parameters Values 

Motor stator resistance (Rs) 4.865 Ω 
Motor stator inductance (La) 0.0174 H 

Motor torque (Te) 0.544 N-m 

Movement of inertia (J) 0.000114 Kg/m2 
Viscous coefficient ( f) 0.0000447 Nms 

Number of pole(P) pair 2 

Inductive load PMSM 
 

Table 2. Inverter parameter 
Parameters Values 

Input voltage 280 V (rms) 
Output filter voltage 380 Vdc 

Supply frequency 50 Hz 

Inverter voltage 270V 
Switching frequency 2.5 kHz 

Inverter rating 1.5 KVA 

Resistive load 200 Watts 
 

 

 

Table 3. THD analysis 
Parameter THD (%) 

Voltage 10.89 

Current 2.33 

 

 

Table 4. Torque and current ripples 
FOC 1100 rpm 1300 rpm 1600 rpm 

Torque ripples 0.52 Nm 0.49 Nm 0.46 Nm 

Current ripples 8.4 mA 7.8 mA 7.5 mA 

 

 

4. HARDWARE ANALYSIS 

The block diagram of the proposed AVR microcontroller-based three-level DCMLI with  

three-phase resistive load and real image for the experiment is shown in Figures 10 and 11 respectively. The 

three-level DCMLI is used to convert DC to three phases of AC. The generation of pulses using the SVM 
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technique by the AVR microcontroller is shown. For triggering the insulated gate bipolar transistors (IGBTs), 

DCMLI generates gate pulses. 

 

 

 
 

Figure 10. Block schematic of proposed FOC-DCMLI PMSM drive 

 

 

 
 

Figure 11. Real image for the experiment 

 

 

5. EXPERIMENTAL OUTCOME 

A proposed method has been established by using AVR microcontroller. An empirical investigation 

has been carried out with a view to the validity of the presented AVR microcontroller premised SVM. 

Methods of regulation have been presented, and their efficacy with a 3 Nm load has been demonstrated. It 

has been experimentally looked into how fast each approach can respond. Load-related variations in the 

motor speed at constant modulating frequencies of 40 Hz, 45 Hz, and 50 Hz. Figures 12(a)-(c) display 

DCMLI phase voltages at 40 Hz, 45 Hz, and 50 Hz, respectively. 

To verify the reliability of the suggested SVM approach, a three-tiered DCMLI was devised and 

implemented. DC-modulated multi-level interleaved-switched voltage modulation is superior to PWM. 

Figures 13(a)-(c) display the DCMLI line voltages at 40 Hz, 45 Hz, and 50 Hz, respectively. 

Observational data shows low levels of THD, ripple current (IR), and ripple torque (Tr). The 

evidence is in Tables 3 and 4. Tables 5 and 6 illustrate the load readings for 33 Hz and 59 Hz, respectively, at 

various motor speeds. Figure 14 shows waveforms of DCMLI current, speed-torque variation at 33 Hz and 

59 Hz is seen in Figure 15. 

There is no change in frequency or speed due to changes in load. Changing the inverter's frequency 

will also vary the motor's output. Power output vs torque is depicted in Figure 15(a) and load versus speed is 

depicted in Figure 15(b). 
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(a) (b) (c) 

 

Figure12. DCMLI phase voltages: (a) at 40 Hz, (b)at 45 Hz, and (c) at 50 Hz 
 

 

   
(a) (b) (c) 

 

Figure 13. DCMLI line voltages: (a)at 40 Hz, (b) at 45 Hz, and (c) at 50 Hz 
 

 

Table 5. Motor speed-load reading at 33 Hz 
Sr. No. Weight (gm) Actual speed (rpm) Calculated speed (rpm) Voltage (volts) 

1. 600 998 1011 272 

2. 1100 998 1011 272 

3. 1600 998 1011 272 
4. 2100 998 1011 272 

5. 2600 998 1011 272 

6. 3200 998 1011 272 

 
 

Table 6. Motor speed-load reading at 59 Hz 
Sr. No. Weight (gm) Actual speed (rpm) Calculatedspeed (rpm) Voltage (volts) 

1. 600 1770 1792 268 
2. 1100 1770 1792 268 

3. 1600 1770 1792 268 

4. 2100 1770 1792 268 

5. 2600 1770 1792 268 

6. 3200 1770 1792 268 

 
 

 
 

Figure 14. Waveforms of DCMLI current 
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(a) (b) 

 

Figure 15. Speed-torque variation: (a) at 33 Hz and (b) at 59 Hz 

 

 

6. CONCLUSION 

In this study, we analyze the efficiency of a PMSM drive controlled by a FOC SVM DCMLI and 

driven by an AVR microcontroller. This evaluation is predicated on an AVR microcontroller-driven PMSM 

motor and is controlled by a DCMLI. The inverter-driven PMSM drive with SVM was compared in terms of 

torque, current, and harmonic analysis. Less harmonic distortion is achieved as a result of using DCMLI. 

Improved steering efficiency in terms of speed and torque response, in addition to better dynamic 

characteristics, less contorted output, and reduced costs are provided by the proposed AVR microcontroller-

based DCMLI-driven PMSM drive. Since it can adapt to changes in speed quickly and has a lower load 

ripple than conventional inverters, it is well suited for use in the automotive industry. 
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Treatment of non-small cell lung cancer depends on detecting the cancer stage. The
oncologist decides the cancer stage based on the tumour-node-metastasis (TNM) staging
suggested by the American Joint Committee on Cancer (AJCC). This study simplifies the
complicated problem of classifying computed tomography (CT) images into TNM-based
classes using deep learning algorithms at various levels. In the first level, an optimised
conditional generative adversarial network (c-GAN) network is developed for automatic lung
segmentation, including nodules within the lung and juxtapleural nodules. Earlier studies
used time-consuming manual identification of the region of interest patches from the lung
CT image before applying the deep learning classification algorithm. At the next level, three
different deep learning algorithms, along with three support vector machine classifiers, are
used for the classification of Tumour, Node and Metastasis as per the AJCC staging
nomenclature. The specially designed c-GAN network's performance is maximised using the
Taguchi approach, which helps automatically preprocess CT images by removing unwanted
background noises. Further, three different pre-trained Resnet50 networks are trained using
transfer learning for extracting the deep features for finally applying to three different
classifiers, resulting in three different classes. The comparative segmentation performance
assessment in the form of the average dice similarity coefficient and Jaccard index indicates
that the proposed c-GAN gives the best segmentation performance of the lung without
losing the nodule compared to other segmentation algorithms. The proposed approach
gives the classification performance for the Tumour as 91.94%–97.32%, the Nodule as
91.99%–100%, and the Metastasis as 99.25%–100.00%.
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ABSTRACT

Conditional generative adversarial network (c-GAN) is one of the best-performing

convolutional neural networks (CNN) for the segmentation of lung computed

tomography (CT). However, lung segmentation from CT images becomes complicated in

the presence of various dense abnormalities. The performance in the presence of dense

abnormalities can be improved by tuning the c-GAN architecture and parameters of the

network. This study focuses on maximizing lung segmentation performance of a c-GAN

segmentation algorithm by configuring and tuning the network using the Taguchi
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optimization method. We have considered the benchmark interstitial lung disease (ILD)

dataset for evaluating the performance of the proposed approach. The comparative

performance analysis of the proposed algorithm shows that the proposed algorithms

outperform the existing state-of-the-art methods, even in the presence of dense

abnormalities in lung CT scans. Furthermore, the proposed approach has been

demonstrated for lung segmentation in the presence of large nodules.
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A B S T R A C T   

At present in this digitalized era, the passport is still a substantial thing. It is taken at every place together with 
other journey-related ID like Immigration stamps and VISA, which are also an element of a passport. In this 
research, a novel forensic method is developed for privacy-preserved management of migration in cloud-assisted 
blockchain networks. The decentralized model of blockchain made public ledger tampering a chief problem. The 
conservation of confidentiality is the main demand in legal forensics. The developed approach adapts appro
priate techniques for conserving anonymity and confidentiality, which assured that no private data, is disclosed 
throughout the blockchain-based procedure derivation function. The technique integrated six stages, like“
Initialization phase, Log File collection phase, Key generation and management, partial proof generation, cer
tificate and file encryption, adding encryption proofs on public key infrastructure, proof verification by cloud 
forensic investigator”. As a new thing, we choose the public keys optimally via Combined Archimedes and 
Hunger Games Search Algorithm with Cauchy’s Mutation (CAHSACM). In addition, “improved Elliptical curve 
cryptography (IECC) based encryption” is done to authenticate the data. At last, the improvements of CAHSACM 
are proven using varied analyses.   

1. Introduction 

Nowadays, the procedure of receiving a VISA and passport is still 
mainly paper-oriented. The procedure to apply for a passport and other 
voyage ID like VISA has a lot of recurring processes and necessitates 
documents that require to be surrendered numerous times for confir
mation. Actually, in numerous scenarios, applying for a diverse VISA to 
a similar nation also insists to pursue a similar procedure that was done 
for a previous VISA (Park et al., 2017; Dasaklis et al., 2020; Irfan et al., 
2016). Throughout travel, citizens stand by in long queues to get their 
migration checks finished owing to the paper-oriented stamping pro
cedure. At all times, there is a huge annoy concern if the ID is missed or 
the information in the passport is compromised or incorrect (Manoj & 
Bhaskari, 2016; Battistoni et al., 2016; Pourvahab & Ekbatanifard, 
2019). In general, the troubles citizens face for their journey are the 
longer postponements in getting their voyage ID ready. The present 
procedure is ineffective, time- consuming and susceptible to errors as it 

entails 3rd party and paper-oriented authentication made manually 
(Irfan et al., 2015; Zawoad et al., 2015; Kent et al., 2006) (see Fig. 1). 

Owing to classy technology, an increase in the need for a cloud 
paradigm amid organizations, administration, and every conclusion 
resulted in safety concerns (Rama Krishna, 2021; Wang, 2021; Michael 
Mahesh, 2020). In the cloud, the receptive data of a person become 
vulnerable to attacks (Park et al., 2017; Patel et al., 2020). Cloud ser
vices are developing and had turned into an effectual case to resolve 
cloud forensics for averting illegitimate and suspicious tasks (Manoj & 
Bhaskari, 2016; Stelly & Roussev, 2017). An extraordinary group is 
implemented for determining these attacks in the cloud paradigm, 
known as cloud forensics (Jain, 2020; Pourvahab & Ekbatanifard, 2019; 
Dalezios et al., 2020; Stelly & Roussev, 2017). The tasks done by users in 
the cloud have to gather logs. The acts of users could be tracked by 
means of the action logs in the cloud. Therefore, the researcher relies on 
CSP to collect logs (Patel & Mistry, 2018; Duy et al., 2019; Santra et al., 
2018; Dasaklis et al., 2020; Patel et al., 2020). The forensic approach is 
developed for SDN-aided IoT with blockchain (Irfan et al., 2016; Patel 
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et al., 2020). Cloud forensics is a part of forensic science, which 
encompassed the investigation and recovery of materials determined in 
the cloud paradigm to assess misdeeds (Ma et al., 2019; Pasquale et al., 
2016; Xia et al., 2017; Ashok Kumar & Vimala, 2020; Wang et al., 2018). 

A variety of schemes to facilitate data reliability in which the 
blockchain, namely the ledger is developed as a system to facilitate 
reliability (Pasquale et al., 2016; Xia et al., 2017; Pourvahab & Ekba
tanifard, 2019). NIST describes CC as cloud forensic, which entail 
technical standard and practices and portrays verified schemes to 
reconstruct previous CC events. The authorized process is done in 
“collection, identification, examination, preservation, interpretation, 
and reporting”. An emerging field of cloud computing and digital fo
rensics is cloud forensics. Although it is a type of application in digital 
forensics, the environment is changing. But that creates a lot of 

difficulties when conducting forensics in a cloud setting. The preserva
tion and recreation of historical events are the ultimate goals (Patel & 
Mistry, 2018; Wang et al., 2018; Ma et al., 2019; Guo et al., 2019). The 
blockchain method (Ashok Kumar & Vimala, 2020; Wang et al., 2018) is 
used as a logging service for handling and accumulating logs whilst 
dealing with issues on numerous stakeholders, logs confidentiality, and 
integrity. The digital forensics procedure uses a blockchain technique to 
secure forensic data in terms of performance and transparency. As the 
blockchain keeps its data at multiple nodes throughout the world, the 
system would be decentralized. This system’s data would be un
changeable because it is impossible to alter data that is contained in 
Blockchain. Most importantly, it would be seamless since there would be 
no single point of failure and data redundancy at every node, ensuring 
high availability of the data entered into the system. (Patel et al., 2020; 

Nomenclature 

Abbreviation Description 
AOA Archimedes Optimization Algorithm 
AES Advanced Encryption Standard 
BlockSLaaS Block Chain Assisted Secure Logging As- A-Service 
CAHSACM Combined Archimedes and HGS Algorithm with 

Cauchy’s Mutation 
CC Cloud Computing 
CSP Cloud Service Provider 
CA Certificate Authority 
CFI Cloud Forensic Investigator 
CADF Cloud Auditing Data Federation 
CSC Cloud Service Customer 
CS Cloud Server 
DMTF Distributed Management Task Force’s 

DHO Deer Hunting Optimization 
FCS Fuzzy-Based Smart Contracts 
HGC Hunger Games Search 
HSO Harmony Search Optimization 
IECC Improved Elliptical Curve Cryptography 
IoT Internet Of Things 
LGoE Logical Graph Of Evidence 
LA Lion Algorithm 
PRO Poor Rich Optimization 
RSA Rivest–Shamir–Adleman 
ROA Rider Optimization 
SA-DECC Sensitivity Aware Deep ECC 
SSO Shark Smell Optimization 
SDN Software-Defined Networking 
SRVA Secure Ring Verification-Based Authentication 
WT Walsh Transform  

Fig. 1. Log file creation stage.  
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Maesa et al., 2019; Dagher et al., 2018; Lin et al., 2018; Abhay et al., 
2020; Shahbazi & Byun, 2022). 

In forensics, hash functions are employed to construct the digest and 
preserve the integrity of the data assets. However, the primary emphasis 
of applications connected to cloud forensics is on data validation and 
hard drive integrity. The experience of the investigators will determine 
the cloud forensic strategy. The cloud forensic system from (Abhay et al., 
2020) keeps a record of immigrants by preserving a variety of relevant 
data in the form of immutable and exclusive recordings in Blockchain. 
The forensic integration of NLP techniques (Shahbazi & Byun, 2022) 
with blockchain secures the collected dataset with limited access to 
avoid hacking or attack. However, these conventional cloud forensic 
technique based on blockchain schemes faces problems in trustworthi
ness, integrity, improved provenance, scalability, and availability. By 
harnessing the benefits of Blockchain technology, this study intends to 
resolve these issues by providing a ledger system that can track each 
immigration and emigration that occurs in the nation. This study pro
poses a log integrity conservation model and optimal public key 
blockchain-based safeguarding the forensic evidence. 

The contribution is as follows:  

1. Employs phases including setup phase, logfile collection phase, key 
management phase, certifying and verifying phase, and proof of 
verification phase.  

2. Develops a log integrity conservation model, where, optimal public 
keys are chosen using the CAHSACM method.  

3. Deploysimproved ECC for ensuring the encryption phase. 

The paper is sorted as: Section 2 analyses the work. Section 3 ex
plains the developed log integrity preservation method and section 
4described optimal key generation via the CAHSACM algorithm. Sec
tions 5 and 6 depict results and conclusion. 

2. Literature review 

2.1. Related works 

Panchamia and Byrappa (2017) devised a new technique with the 
idea of digitizing VISA, Passport, and migration ID. Digitizing VISA and 
Passports helped in simplifying and streamlining VISA and Passport 
validation, renewing, issuing, authentication, and revoking processes. 
For this procedure, a solution depending upon distributed ledger was 
proposed for retrieving and storing data. After implementation, this 
system helped with finding false VISA and passports, and repetitive and 
illegal data confirmation procedures. Blockchain-based execution solved 
numerous issues related to paper-based verification and improved 
effectiveness and lowered costs at every level. 

Patel and Mistry (2018) proposed a system using the blockchain 
technique for creating scalable, secured, and decentralized immigration 
records of persons. Here, “Ethereum blockchain and proof of work were 
utilized as consensus algorithm”. The process of illegal immigration was 
mitigated by keeping a unique and absolute record of migration state 
and individual information of a person to ensure their legitimacy. The 
anticipated scheme not only helped to ensure illegal migration but 
permitted to ensure that a person has productively arrived at the plan
ned end. 

Patel et al. (2020) proposed a system using the blockchain technique 
for creating scalable, secured, and decentralized arrival and departure 
records of travelers. A framework was provided by means of “Hyper 
ledger fabric”, to maintain the inter port records of travellers exit and 
entry in a nation and to assist gateless entrance back to the travellers 
nation. The legal and privacy concerns over biometric data storage were 
mitigated on the blockchain. The prospect of modifying the extant kiosk 
was also explored with blockchain design at the back end; as a result, the 
travelers were not necessarily recognizable with a novel process. 

Rane and Dixit (2019) devised forensic-basedBlockSLaaS for 

gradually processing and storing logs by dealing with the multi- 
stakeholder complicity problems and assisting integrity and confiden
tiality. The CFI was able for accessing logs to investigate forensics using 
BlockSLaaS, which secluded the confidentiality of logs. Nevertheless, 
the technique fails to authenticate if the CSP offered accurate logs. 

Jain (2020) devised blockchain techniques to preserve the reliability 
of log files. The blockchain and IPFS technologies were united to 
transform centralized storage systems into decentralized storage sys
tems. Here, the reliability of the log files was conserved by storing log 
files in the blockchain. In the blockchain, each one consisted hash of the 
original data and the previous block, and then created a hash for the 
subsequent block. A system was used to store massive log files with the 
least gas value and transactional cost. Nevertheless, the technique was 
unsuccessful in maximizing the expectation of CSP by reducing the de
pendency on CSPs. 

Pourvahab and Ekbatanifard (2019) devised the SRVA system to 
preserve the system from illegal users. To strengthen the cloud para
digm, the private keys were created by using HSO optimally. Here, the 
information was encrypted by means of sensitivity in the server. To carry 
out encryption, the SA-DECC model was created. The technique allowed 
the user to trace data by using FCS. Eventually, studies of evidence were 
done by creating LGoE collected with blockchain. 

Dalezios et al. (2020) devised DMTF with CADF model for cloud 
forensic. Accordingly, CADF event logging was deployed in “Open Stack 
and has enhanced the Apache Cloud Stack platform” to become forensic 
reverberation. 

Stelly and Roussev (2017) devised a technique, i.e. automatic 

Table 1 
The strength and weaknesses of the existing approaches.  

Author Strength Weakness 

Panchamia and 
Byrappa 
(2017)  

• Find repetitive and illegal 
data 

Improved effectiveness 
and lower costs  

• Lack of interoperability 
Implementation cost is 

high 

Patel and Mistry 
(2018)  

• Create scalable, secured, 
and decentralized 
immigration records  

• Data Immutability 
Limited availability of 

technical talent 
Patel et al. 

(2020)  
• The legal and privacy 

concerns over biometric 
data storage were 
mitigated  

• Integration with legacy 
systems 

No transparency 

Rane and Dixit, 
(2019)  

• Slove multi-stakeholder 
complicity problem 

Provide better integrity 
and confidentiality  

• Need more standardization 
Available very limited 

technical talent 

Jain, (2020)  • Preserve reliability of log 
files 

Transform centralized 
storage systems into the 
decentralized storage 
system  

• Cannot maximize CSP 

Pourvahab and 
Ekbatanifard 
(2019)  

• Preserve the system from 
illegal users 

Strengthen cloud 
paradigm using private 
keys  

• Struggling to authenticate 
when appropriate logs were 
provided by the CSP 

Utilize more energy 

Dalezios et al., 
(2020)  

• Enhanced apache cloud 
stack platform to become 
forensic reverberation  

• Time-consuming 
Proof of work demands 

works on the users’ and their 
devices’ parts. 

Stelly and 
Roussev 
(2017)  

• Addresses the huge data 
volumes in the digital 
forensic study  

• Issue in immutability 
Have privacy and security 

risk 
Patil, et al., 

(2021)  
• Have secured forensic 

evidence system 
Enhanced integrity, 

traceability, and 
immutability improve the 
security of the evidence  

• Lack of Regulatory Support 

Shahbazi and 
Byun (2022)  

• Prevent network attacks 
and hacking  

• Sustainability of centralized 
records in non-state entities  
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container employment and orchestration platform to attain eminent 
performances in digital forensics. The outcomes exposed that distributed 
container-oriented technique has shown a possible infrastructural base 
to address the huge data volumes in the digital forensic study. 

Patil et al. (2021) established a chain of skilled users responsible for 
forensic inquiry, and a secure forensic evidence system had been 
developed to accomplish optimization. Blockchain technology is created 
on the private Ethereum platform. Implementing forensic evidence on 
the Ethereum platform, which had great integrity, traceability and 
immutability improves the security of the evidence. To obtain crimi
nological reports, this framework was used. Each hub’s refreshes were 
visible to the director hub. Whenever a new report was added to the 
chain, an exceptional hash was generated using cryptographic princi
ples. When a report was added to the first square, if the other hub tried to 
transfer it, the report applied to the entire chain. 

Shahbazi and Byun (2022) investigated Natural language processing 
(NLP) methods and the blockchain framework for digital forensics. Data 
collection analysis, representations of each phase, the vectorization 
phase, feature selection, and classifier evaluation were the key uses of 
NLP in this procedure. This system’s implementation of a blockchain 
approach encrypts the data information to prevent network attacks and 
hacking. Through the use of a real-world dataset, the system’s potential 
was revealed. Table 1. depicts the strength and weaknesses of the 
existing approaches. 

2.2. Problem gap 

The most important related crisis with the existing technique of exit/ 
entry is the centralized data nature, building it into a simple target of 
attacks and its exploitation may lead to partial or complete loss of data. 
With the massive amount of kiosks authenticating data and entering 
information into this central database, it would be devastating if safety 
errors are found in the network. Finally, the exit/entry records are 
forever susceptible to adaptation either by malevolent 3rd parties or 
owing to interior opinionated pressures, etc. This information should be 
indisputable. The inter-communication amid numerous ports of entry of 
a nation with a centralized database is moreover a severe reason for 
concern regarding scalability and security. Aside from safety concerns, a 
simpler lapse in recording/stamping of data may cause an individual to 
an unacceptable applicant into a nation with no entrance record and 
with no means of departing the country. This is particularly factual as a 
lot of countries rely on a passport stamp to authenticate arrival, occa
sionally vis-a-vis sustaining a centralized proof (Park et al., 2017). 

The main drawbacks of the existing approaches include the inability 
to maximize CSP expectations by lowering CSP dependence, failure to 
authenticate if the CSP provided accurate logs, the feasibility of nations 
not sustaining centralized records, lacking trustworthiness and integrity, 
and more. Thus the implementation of the proposed approach avoids the 
above-mentioned drawbacks of extant models. The next section provides 
a detailed description of our proposed approach. 

3. Developed log integrity preservation method 

In the cloud, the usability of log files for digital forensics is discov
ered using the developed integrity conservation technique depending 
upon the infrastructure of the public key. The adopted scheme contained 
diverse entities and involved a variety of stages by means of safety 
functions, like “encryption, decryption, hashing, and Walsh transform”. 
Certain units entailed in the forensic analysis procedure are depicted in 
the setup stage. At the log file creation stage, the server created the log 
file depending on the user ID, time stamp, CSP ID, and services presented 
to users. The 3rd stage is the key management stage, wherein, the shared 
data between CFI and CA is produced by CA, while the key deployed for 
sharing amid the CFI and server entity is created by the server. At the 
encryption and certification stage, the CA created the certificate by 
means of “polynomial factor, Walsh transform, and the file associated 

with the header”. The concluding stage of the developed scheme is the 
verification stage, wherein, decryption occurs. Table 2 symbolizes the 
symbol and their explanation of the developed scheme. 

3.1. Set up phase 

The aspects of the integrity conservation technique are described as 
follows: 

CSC: It represents the users who make use of the computing service 
for managing, accessing, and storing the resource from everywhere 
at whatever time. 
CS: The data in the server is accessed by the user only by transferring 
the requested consent to the server. 
CSP: It managed the cloud to provide data storing services. Never
theless, only the owner could encrypt the information and situate 
them in the cloud to distribute to cloud customers. 
CFI: It represents the cloud’s end user dealing with the examination 
procedure. Nevertheless, the digital forensic examination guarantees 
the conservation of verification integrity throughout approval. 
CA: It helps in gathering data regarding the users and files and then 
the accessing policies are assigned to files that symbolize the users. 
Log file: The storage logs offered data concerning storage utilization, 
while usage logs offered data concerning every request made by 
users. 
Cloud network: It permits users, the right of entry to network sources 
via a centralized source. 

3.2. Log file creation phase 

Here, the user password Ppwd and user id Pid are created by the user 
and forwarded to the server that receives the credentials of the user and 
stores as P*

id and P*
pwd, correspondingly. Following the reception of user 

credentials by the server, the CS verify if Pid = P*
id and Ppwd = P*

pwd, and if 
they match, the server-generated 2 key aspects as y1 and y2 for gener
ating the shared key. Nevertheless, y1 created by the server as shown in 
Eq. (1). 

y1 =
(

F
(
P*

id

)
||F

(
P*

pwd

)
⊕ en(M)

)
(1) 

Table 2 
Symbol description of proposed multi-level and mutual log 
integrity preservation method.  

Symbol Description 

Z Shared key of CSP and CSC 
Ppwd User Password 
Pid User ID 
F Hashing 
puk Public key 
Yid CSP ID 
R Stored log file 
H Log file 
en Encryption 
Uid CFI ID 
ZT Shared key of CFI and CA 
m Random number 
ts Timestamp 
de Decryption 
Upwd CFI password 
B Mutual verified message 
A Request message 
Q Encrypted certificate 
D Certificate 
ZS Shared key of CSC and CFI 
IP Investigation process 
⊕ Ex-or operation 
|| Concatenation operator  
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The Ppwd and Pid are applied individually to hashing operation and 
the resultant is permitted to do ex-or operation ⊕ function with 
encrypted puk. 

y2 = F(t) ⊕ en(M) (2) 

The timestamp is conveyed to hashing operation and the encryption 
operation is applied to the public key puk. The ⊕ function is done with 
the hashed resultant of the timestamp and encrypted puk to create y2. 

Z = y1 ⊕ y2 (3) 

The shared key of CSC and CSP is created by doing the ⊕ function 
using y1 and y2. The key, which is shared among the CSP and CSC is are 
known as the shared key of CSC and CSP, in that order. The key pro
duced by CS is transmitted to CSP and the user. While the key shared 
amid the CSC and CSP is harmonized, the user starts the communiqué
procedure with the server. 

H = (Pid , ts,Yid ,α) (4) 

The CS produces the log file by means of the constraints of ID of CSP, 
timestamp, user ID, and services presented to a user. The log file pro
duced by CS is encrypted by means of an encryption operation and the 
encrypted log file is transmitted to the user. Fig.1 symbolizes this stage. 

After the implementation of the log file formation stage, the key 
managing procedure starts by creating Ppwd and Pid of examiner by CFI. 
The CFI password Upwd and CFI ID Uid created by CFI is transmitted to CA 
and server. The authority verifies if Upwd = U*

pwd and Uid = U*
id, if it 

matches, the CA generates the key factors x1 and x2 generates the shared 
key of CA and CFI. Nevertheless, x1 is shown in Eq. (5). 

x1 =
(

F
(
U*

id

)
||F

(
U*

pwd

)
⊕ en(M||m)

)
(5) 

Here, the public keys are created using the CAHSACM model. The 
Upwd and Uid are applied individually to hashing task and the puk is 
concatenated with an arbitrary integer such that the concatenated 

product is applied to the encryption operation. The hashed product then 
performs the ⊕ function with encrypted results for generating x1. 

x2 = F(ts) ⊕ en(m). (6) 

The hashed ts is permitted to carry out the ⊕ function with the 
encrypted arbitrary integer to create x2. 

ZT = x1 ⊕ x2. (7) 

The shared key of CSC and CFI ZS is created by CA with x2 and x1, 
correspondingly. Both x1 and x2 are provided to ⊕ function to produce 
the shared key of CFI and CA ZT. In addition, ZS is modeled in Eq. (8). 

ZS = F(ts)||en
(
U*

id

)
(8) 

The hashing function is deployed to the timestamp t and hashed 
results are concatenated with an encrypted analyzer ID in CS. The shared 
key created by CS is transferred to CFI which receives the key from CS 
and accumulated in the analyzer database as Z*

S. Fig. 2 shows the key 
management stage. 

Solution Encoding: The public key (puk) is selected via the CAH
SACM scheme optimally. Fig. 3 demonstrates the solution, in whichvn 
→ whole count of puk. The objective Obj is to increase the key breaking 
time (kbr) as exposed in Eq. (9). 

Obj = max(kbr). (9)  

Fig. 2. Key management stage of the developed technique.  

Fig. 3. Solution encoding.  
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3.3. Proposed CAHSACM 

The existing AOA method (Hashim et al., 2021) exposed the best 
solutions; nonetheless, it suffered from lower precision. To overcome the 
inadequacy of AOA, the idea of HGS which has better performance 
(Yang et al., 2021) is incorporated with AOA known as CAHSACM. 
“Hybrid optimization models are proficient for specified searching is
sues” (Beno et al., 2014; Thomas & Rangachar, 2018; Devagnanam & 
Elango, 2020; Shareef & Rao, 2018): 

The 2 principal phases of CAHSACM are “exploitation and 
exploration”. 

Step 1- The N searching agents (populaces) are initialized. 
Step 2- The positions of searching agents LI and other constraints are 
assigned. 

LI = lbI + rand*(ubI − lbI) (10) 

Here, “lbI and ubI denotes the lower and upper bounds of Ith search 
agent. In addition, the density DenI as well as the volume VoI of each 
search agent is initialized randomly”. The acceleration JI is shown in Eq. 
(11). 

JI = lbI + rand*(ubI − lbI). (11) 

The primary populace is assessed, and optimum fitness is chosen Jbest ; 
Vobest; Denbest . For the ensuing position, the density DenI

it+1 and volume 
VoI

it+1 are considered as in Eqs. (12) and (13), wherein, rand→ arbitrary 
value. 

DenI
it+1 = DenI

it + rand*(Denbest − DenI
it) (12)  

VoI
it+1 = VoI

it + rand*(Vobest − VoI
it) (13) 

Traditionally, the transfer operator TF is evaluated as in Eq. (14), in 
which, it and maxit signifies present and maximal iteration. As per 
CAHSACM, TF is evaluated as revealed in Eq. (15), which,κ implies 
constant value. In addition, Cauchy’s mutation is performed which 
resulted in a better rate of convergence. 

TF = exp
(

it − maxit

maxit

)

(14)  

TF =

(

1 −
it

maxit

)1/κ

(15)   

Step 3- Exploration Phase: If TF⩽0.5, there is no collision amid the 
searching agent. The JI for it +1 is calculated as in Eq. (16) Jmr,Vomr 
and Denmr implies acceleration volume, and density of arbitrary 
searching agent. 

AccI
it+1 =

Denmr + Vomr + Jmr

DenI
it+1*VoI

it+1
(16)   

Step 4- Exploitation Phase: If TF > 0.5, there will not be a collision. 
The acceleration in this phase is evaluated as in Eq. (17). 

Fig. 4. Certification and verification stage.  
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AccI
it+1 =

Denbest + Vobest + Jbest

DenI
it+1*VoI

it+1
(17) 

As per CAHSACM, the position of the searching agent for the 
exploration phase is updated depending upon HGS as in Eq. (18), in 
which, “r1, r2 denotes random integers amid 0 and 1,W lies between [-a, 
a], w1 and w2 denotes weights, Xb denotes finest individual location, Xit 

denotes every individual location, Xit ∗ (1 + ra nd(1) ) represented how 
an agent can search for food hungrily and randomly at the current 
location”. 

Xit+1 =

⎧
⎨

⎩

game1 : Xit ∗ (1 + ra nd(1) ), r1 < l
game2 : w1 ∗ Xb + W.w2 ∗ |Xb − Xit|, r1 > l, r2 > e
game2 : w1 ∗ Xb − W.w2 ∗ |Xb − Xit|, r1 > l, r2 < e

(18) 

Throughout exploitation, the update of position is done as in Eq. 
(19). 

XI
it+1 = XI

it + fl*c2*rand*JI− Norm
it+1 *

*d*
(
T*Xbest − XI

it

) (19)  

dit+1 = exp
(

maxit − it
maxit

)

−

(
it

maxit

)

(20) 

In Eq. (19), “JI− Norm
it+1 denotes normalized acceleration, c1, c2 are 

arbitrary constant Xbest denotes best position particle and the fl is the flag 
that changes with respect to the direction”. 

Step 5- Return optimum solution. 

3.4. Certifying and verifying phase 

Here, CFI produces Uid and Upwd along with the request message A 
and shared encrypted key of CA and CFI are transmitted to authority. 
The CA obtains the constraints from the examiner and creates a message 
f1 as in Eq. (21). 

f1 = (ZT ⊕ M||m) (21) 

The puk is concatenated with an arbitrary integer and the resultant is 
⊕ with the shared key of CA and CFI. The message created by CA has 
been transmitted to CFI receives the message and stores it in CFI as f*

1 . f *
1 

is permitted to carry out the ⊕ with puk and the results are concatenated 
with an arbitrary integer. The CFI ensures if Zr

T = = Z*
T, and if it 

matches, then CFI generated the commonly confirmed message B and 
transmits it to authority together with Uid. The CA obtains the data and 
stores it in CA as B* and Uid. Nevertheless, the CA produces certificates D 
via WT as in Eq. (22). 

D = V ⊕ WT(f1)||C. (22) 

The WT is done with the message f1 and the resulting factor is 
concatenated with the file related to a header. The polynomial factor ⊕
functions with the concatenated resultant as shown in Eq. (23). 

V = 3Z2
T + 2ZT + 1 (23) 

The certificate is encrypted and saved as Q and transmitted to CFI 
that gets encrypted certificate and recorded as Q*. Fig. 4 depicts this 
stage. 

Fig. 5. Proof of Verification Stage.  
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3.5. Proof of verification phase 

Here Uid,Upwd and log file requests Hreq are transmitted to CS that 
receives and stores them in the server database as U*

id, and H*
req, in that 

order. After this, the server produces a message m1 is modeled in U*
pwd 

Eq. (24). 

a1 = en(ZS) ⊕ m. (24) 

The encryption operation is applied to the key shared among CFI and 
CS and encrypted results are permitted to carry out ⊕ with arbitrary 
integers m. The CS transmits the message a1 to CFI which receives the 
message and employs the message a*

1 to carry out ⊕ with arbitrary 
integer and apply to decryption operation to produce Z*

S. The CFI 
transmits the log file ID with an encrypted certificate to CS that receives 
the factor and saves it in the CS database as H*

id, and en(D)*. Neverthe
less, the CS verifies the certificate and sends the encrypted log files 
regarding the user ID as R*

id to CFI. The failure and success procedure is 
examined by deploying the examination procedure to the encrypted user 
log file ID Rid and if success is determined, subsequently CFI carries on 
the communiquéprocedure. Fig. 5 depicts the verification stage. 

IECC for encryption: The currently utilized Elliptical Curve Cryp
tography (ECC) is a public-key encryption process that relies on the 
elliptic curve concept that can generate cryptographic keys more 
quickly, more efficiently, and with fewer size requirements. As per the 
ECC strategy, an improved version of ECC is presented due to its features 
such as reduced CPU and memory requirements, faster encryption, the 
ability to use larger key sizes without significantly raising CPU or 
memory demands, and highly secure encryption for larger key sizes. The 
numerical model of IECC is shown in Eq. (25) - (31), in which, b anda → 
integers, x implies plain text. 

x2 = g3 + bg+ a. (25) 

3 kinds of keys are created in improved ECC.  

a. Private key, prk.  
b. Public key, puk.  
c. Secret key, srk. 

Let Bs be the base point upon the curve. Further, choose a chaotic 
number that lies amid 0 and 1via the tent map function as shown in Eq. 
(26), wherein, gk ∈ (0, 1). 

gk+1 =

{
2gk; 2(1 − gk)

2(1 − gk); gk⩾0.5 . (26) 

The puk is evaluated in Eq. (27). 

puk = prk+Bs. (27) 

Then srk is created by Eq. (28), wherein, we implies weight amongst 
0 and 1. After the generation of the key, encryption is made. 

srk =
∑

(puk, prk,Bs) ∗ we. (28) 

Encryption: While encrypting, the original data is encoded 
including 2 CTs as per Eqs. (29) and (30), in which, ct1 and ct2 implies 
CTs andOd → original message and q1 implies arbitrary integer. 

ct1 = q1 × Bs − srk. (29)  

ct2 = Od +(q1 × puk) − srk. (30) 

Decryption: At the receiver side, decryption is done as exposed in 
Eq. (31). 

Od = ((ct2 − prk) ∗ ct1 )+ srk. (31)  

4. Results and discussion 

4.1. Simulation set up 

The offered scheme for the log integrity conservation model was 
done in “JAVA tool with cloudsim”. The performance of the CAHSACM 
system was calculated over the Consensus approach (Panchamia & 
Byrappa, 2017), AES, RSA, El-Gamal, Signcryption, WT (Tummalapalli 
& Chakravarthy, 2021), SSO, LA, DHO, ROA, PRO, HGS and AOA on 
broader metrics lifetime, attack, etc. Here, scrutiny was made by varying 
key sizes from 64, 128, and 256 and user count from 100, 200, 300, and 

Table 3 
Study on detection rate for CAHSACM over others for key size 64.  

User count 100 200 300 400 

Consensus approach (Panchamia & Byrappa, 2017)  0.71  0.45  0.63  0.73 
AES  0.76  0.84  0.86  0.87 
RSA  0.83  0.87  0.87  0.87 
El-Gamal  0.83  0.88  0.88  0.89 
Signcryption  0.85  0.89  0.88  0.92 
WT (Tummalapalli & Chakravarthy, 2021)  0.94  0.95  0.95  0.95 
SSO  0.95  0.95  0.95  0.95 
LA  0.95  0.95  0.95  0.95 
DHO  0.95  0.95  0.95  0.96 
ROA  0.95  0.95  0.95  0.96 
PRO  0.95  0.95  0.96  0.96 
HGS  0.95  0.95  0.96  0.96 
AOA  0.96  0.95  0.96  0.96 
CAHSACM  0.98  0.98  0.98  0.99  

Table 4 
Study on detection rate for CAHSACM over others for key size 128.  

User count 100 200 300 400 

Consensus approach (Panchamia & 
Byrappa, 2017)  

0.71  0.445  0.633  0.725 

AES  0.76  0.84  0.88  0.88 
RSA  0.85  0.89  0.88  0.88 
El-Gamal  0.85  0.89  0.88  0.88 
Signcryption  0.85  0.89  0.88  0.92 
WT (Tummalapalli & Chakravarthy, 

2021)  
0.961  0.96  0.963  0.965 

SSO  0.961  0.961  0.96  0.965 
LA  0.962  0.962  0.965  0.966 
DHO  0.963  0.964  0.967  0.969 
ROA  0.963  0.965  0.967  0.971 
PRO  0.96406  0.96862  0.968  0.9727 
HGS  0.96852  0.96888  0.96937  0.97276 
AOA  0.9688  0.96967  0.97044  0.97323 
CAHSACM  0.98  0.98  0.9833  0.985  

Table 5 
Study on detection rate for CAHSACM over others for key size 256.  

User count 100 200 300 400 

Consensus approach (Panchamia & 
Byrappa, 2017)  

0.71  0.7445  0.633333  0.725 

AES  0.76  0.84  0.88  0.885 
RSA  0.85  0.89  0.88  0.885 
El-Gamal  0.85  0.89  0.88  0.885 
Signcryption  0.85  0.89  0.88  0.92 
WT (Tummalapalli & Chakravarthy, 

2021)  
0.961  0.962  0.964  0.965 

SSO  0.964  0.962  0.965  0.969 
LA  0.964  0.964  0.965  0.969 
DHO  0.967  0.964  0.9662  0.9708 
ROA  0.968  0.965  0.968  0.971 
PRO  0.968  0.965  0.969  0.971 
HGS  0.969  0.967  0.972  0.971 
AOA  0.969  0.968  0.973  0.974 
CAHSACM  0.98  0.98  0.983  0.985  
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400. 

4.2. Analysis of detection rate 

The detection rate of suggested CAHSACM is calculated over tradi
tional schemes for varied key sizes of 64, 128, and 256. The assessment 
of the CAHSACM technique made over conservative models like the 
consensus approach (Panchamia & Byrappa, 2017), AES, RSA, El-Gamal, 
Signcryption, WT (Tummalapalli & Chakravarthy, 2021), SSO, LA, 

DHO, ROA, PRO, HGS, and AOA are exposed in Tables 3–5 for a varied 
count of users from, 100, 200, 300 and 400. Here, the pre
sentedCAHSACM offered a better detection rate overtheConsensus 
approach (Panchamia and Byrappa, 2017), AES, RSA, El-Gamal, Sign
cryption, WT (Tummalapalli & Chakravarthy, 2021), SSO, LA, DHO, 
ROA, PRO, HGS, and AOA. In Table 3, the detection rate for CAHSACM 
is high when the user count is 400 than at other user counts when the 
key size is 64. At the 400th user count, the Consensus approach (Pan
chamia and Byrappa, 2017) has got comparatively less detection rate 
than other models. In Table 4, a high detection rate is found at the 400th 
user count. Particularly, it is noted that a higher detection rate is 
observed at the 400th user count for proposed and compared models 
than at other user count. This enhancement is due to the integrated IECC 
concept and optimal key creation. Thus, the advantage of CAHSACM is 
recognized over the Consensus approach (Panchamia and Byrappa, 
2017), AES, RSA, El-Gamal, Signcryption, WT (Tummalapalli & Chak
ravarthy, 2021), SSO, LA, DHO, ROA, PRO, HGS, and AOA. Thus, from 
the obtained findings it is clear that the proposed CAHSACM method for 
choosing optimal public keys is the main reason for these improved 
results on detection. 

4.3. Analysis of memory bytes 

Tables 6–8 highlight the study on memory consumption accompli
shedusingCAHSACM over conventional models (Consensus approach 
(Panchamia and Byrappa, 2017), AES, RSA, El-Gamal, Signcryption, WT 
(Tummalapalli & Chakravarthy, 2021), SSO, LA, DHO, ROA, PRO, HGS, 
and AOA). Tables 6–8 shows the analysis using key size 64, 128, and 256 
respectively. Lesser memory consumption of 1,636,112 is achieved 
using CAHSACM for 300 user count for a key size of 64, while 
(Consensus approach (Panchamia and Byrappa, 2017), AES, RSA, El- 
Gamal, Signcryption, WT (Tummalapalli & Chakravarthy, 2021), SSO, 

Table 6 
Study on memory bytes for CAHSACM over others for key size 64.  

User count 100 200 300 400 

Consensus 
approach ( 
Panchamia & 
Byrappa, 2017) 

595,009,392 499,321,960 513,209,656 595,125,672 

AES 297,400,624 364,553,400 326,461,880 540,129,768 
RSA 273,229,816 361,451,888 266,723,088 307,984,048 
El-Gamal 225,644,592 219,573,856 229,113,008 244,802,200 
Signcryption 217,169,912 145,753,632 138,847,792 243,311,296 
WT ( 

Tummalapalli 
& 
Chakravarthy, 
2021) 

167,244,424 113,145,000 118,115,464 225,501,536 

SSO 137,876,264 104,361,248 86,301,328 208,977,088 
LA 135,226,448 99,021,168 82,816,264 156,729,360 
DHO 109,674,536 85,946,216 82,432,592 125,462,304 
ROA 83,796,424 82,568,240 70,233,872 104,517,024 
PRO 82,377,672 71,122,592 56,497,760 92,371,568 
HGS 64,758,440 59,451,760 53,189,800 65,318,176 
AOA 49,654,568 35,828,304 48,912,528 33,407,968 
CAHSACM 2,072,312 6,619,232 1,636,112 4,144,128  

Table 7 
Study on memory bytes for CAHSACM over others for key size 128.  

User count 100 200 300 400 

Consensus approach (Panchamia & Byrappa, 2017) 840,323,000 885,920,072 930,411,952 1,077,725,288 
AES 771,469,640 806,474,288 868,800,472 997,985,784 
RSA 720,432,016 604,022,192 470,380,800 700,693,728 
El-Gamal 378,098,976 583,155,768 365,407,520 620,654,224 
Signcryption 375,987,720 231,124,648 242,355,488 475,036,992 
WT (Tummalapalli & Chakravarthy, 2021) 213,711,544 223,719,744 169,774,528 328,084,960 
SSO 138,818,920 206,853,000 127,846,376 302,869,424 
LA 67,006,944 172,500,440 125,207,720 198,426,704 
DHO 42,831,760 95,243,920 116,116,744 97,592,088 
ROA 36,490,576 59,797,592 84,625,200 75,854,464 
PRO 32,647,912 47,378,064 43,130,264 40,930,104 
HGS 8,429,512 4,640,192 11,359,808 4,729,088 
AOA 3,074,280 3,067,488 6,728,792 3,629,928 
CAHSACM 2080 2080 1985 3,627,872  

Table 8 
Study on memory bytes for CAHSACM over others for key size 256.  

User count 100 200 300 400 

Consensus approach (Panchamia & Byrappa, 2017) 1,012,376,528 1,083,131,872 943,574,496 1,216,700,048 
AES 976,371,760 539,174,512 786,618,424 846,758,280 
RSA 600,098,696 528,755,656 687,820,488 759,673,544 
El-Gamal 599,304,440 489,692,128 668,521,472 600,547,568 
Signcryption 325,905,528 300,139,688 275,433,208 550,936,416 
WT (Tummalapalli & Chakravarthy, 2021) 190,896,248 210,311,136 224,368,296 133,837,640 
SSO 166,446,648 157,642,456 171,578,928 123,443,968 
LA 150,934,608 155,593,304 147,860,264 95,839,184 
DHO 132,872,328 100,501,544 59,664,296 89,157,096 
ROA 102,606,128 84,435,784 56,601,168 59,363,776 
PRO 49,754,272 54,770,784 52,666,496 49,914,256 
HGS 5,738,720 7,481,784 19,959,528 5,377,976 
AOA 4,920,976 4,924,384 5,986,344 4,920,976 
CAHSACM 1,142,840 1,037,360 2,071,128 1,865,728  
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LA, DHO, ROA, PRO, HGS, and AOA achieved high memory consump
tion. A much lesser memory is consumed for key size 128 for user counts 
of 100, 200, and 300. From Table 7, the consensus approach consumed 
the highest memory (840323000, at key size 128 and in the 100th user 
count) and the proposed model required lower memory of 2080 at the 
100th user count and when the key size is 128. These developments are 
owing to the included IECC concept and optimal key creation in devel
oped work. 

4.4. Time analysis 

Tables 9–11 demonstrate the time utilization for key sizes of 64, 128, 
and 256. Here, time is indicated in milliseconds (ms). The analysis is 
done for user counts of 100, 200, 300, and 400. In tables, it can be 
noticed that, as the user count increases, the time utilization increases. 
However, CAHSACM has acquired lesser time duration than compared 

Table 9 
Study on time (ms) for CAHSACM over others for key size 64.  

User count 100 200 300 400 

Consensus approach (Panchamia & 
Byrappa, 2017) 

47,570 46,048 47,929 55,085 

AES 47,489 45,935 47,783 55,001 
RSA 47,339 45,766 47,586 54,873 
El-Gamal 46,846 45,364 46,544 53,961 
Signcryption 46,641 45,136 46,295 53,779 
WT (Tummalapalli & Chakravarthy, 

2021) 
46,289 44,756 45,881 53,416 

SSO 6362 6654 6587 15,943 
LA 5655 5923 5827 15,201 
DHO 4922 5177 5010 14,420 
ROA 4192 4441 4268 13,667 
PRO 3513 3528 3567 12,942 
HGS 2785 2717 2835 12,136 
AOA 2092 2032 2139 11,356 
CAHSACM 1376 1346 1413 7158  

Table 10 
Study on time (ms) for CAHSACM over others for key size 128.  

User count 100 200 300 400 

Consensus approach (Panchamia & 
Byrappa, 2017) 

119,816 120,504 122,482 130,017 

AES 119,674 120,268 122,169 129,876 
RSA 119,486 120,006 121,841 129,703 
El-Gamal 64,611 67,259 67,172 71,208 
Signcryption 59,785 62,027 61,812 65,985 
WT (Tummalapalli & Chakravarthy, 

2021) 
58,879 60,918 60,618 65,023 

SSO 12,732 14,778 12,488 14,298 
LA 11,534 13,371 11,011 12,855 
DHO 10,096 11,634 9607 11,140 
ROA 8887 10,345 8507 9633 
PRO 7692 9088 7438 8284 
HGS 6413 7797 6339 6862 
AOA 5153 6656 5237 5511 
CAHSACM 2667 2596 2630 2470  

Table 11 
Study on time (ms) for CAHSACM over others for key size 256.  

User count 100 200 300 400 

Consensus approach (Panchamia & 
Byrappa, 2017) 

92,686 90,907 94,167 96,296 

AES 92,623 90,793 94,011 96,233 
RSA 92,514 90,662 93,839 96,139 
El-Gamal 56,590 56,236 56,680 58,134 
Signcryption 48,563 48,023 48,117 49,950 
WT (Tummalapalli & Chakravarthy, 

2021) 
48,028 47,440 47,483 49,465 

SSO 8982 8828 8725 11,763 
LA 8252 8111 7936 10,991 
DHO 6649 6535 6382 9354 
ROA 5956 5803 5668 8606 
PRO 5287 5123 4996 7891 
HGS 4568 4345 4235 7058 
AOA 3864 3584 3517 6265 
CAHSACM 2514 2459 2480 4879  

Table 12 
Study on encryption time (ms) for CAHSACM over others for key size 64.  

User count 100 200 300 400 

Consensus approach ( 
Panchamia & Byrappa, 
2017) 

4,756,291 4,349,839 4,839,284 5,985,704 

AES 2,781,939 3,692,131 4,183,849 4,304,053 
RSA 2,602,068 2,740,129 2,705,423 2,477,915 
El-Gamal 1,578,289 1,781,450 2,357,311 1,521,511 
Signcryption 1,366,826 1,774,562 1,423,408 1,511,788 
WT (Tummalapalli & 

Chakravarthy, 2021) 
1,289,017 1,390,324 1,387,774 1,502,370 

SSO 1,270,040 1,299,615 1,350,859 1,467,005 
LA 1,254,055 1,293,688 1,301,793 1,426,327 
DHO 1,238,391 1,287,193 1,284,582 1,414,174 
ROA 1,193,010 1,211,350 1,265,826 1,377,944 
PRO 1,063,343 952,565 1,025,589 846,192 
HGS 603,955 593,539 575,531 667,099 
AOA 298,061 283,212 324,375 329,744 
CAHSACM 205,693 125,620 136,770 218,576  

Table 13 
Study on encryption time (ms) over for CAHSACM others for key size 128.  

User count 100 200 300 400 

Consensus approach ( 
Panchamia & Byrappa, 
2017) 

9,740,796 1.04E+07 1.04E+07 1.06E+07 

AES 3,296,276 3,589,038 3,277,840 4,961,081 
RSA 2,597,410 2,935,563 2,384,487 2,473,254 
El-Gamal 1,388,380 2,456,235 1,608,872 1,778,535 
Signcryption 1,373,069 1,727,973 1,558,412 1,336,999 
WT (Tummalapalli & 

Chakravarthy, 2021) 
1,345,553 1,688,325 1,492,273 1,280,719 

SSO 1,335,284 1,569,977 1,429,531 1,181,482 
LA 1,304,719 1,563,573 1,391,004 1,163,848 
DHO 1,279,556 1,549,119 1,362,025 1,160,456 
ROA 1,260,494 1,340,558 1,345,453 1,153,710 
PRO 908,456 977,797 1,021,147 926,532 
HGS 680,684 602,428 705,875 634,221 
AOA 291,668 331,719 343,195 332,305 
CAHSACM 136,098 185,782 175,413 170,133  

Table 14 
Study on encryption time (ms) over for CAHSACM others for key size 256.  

User count 100 200 300 400 

Consensus approach ( 
Panchamia & Byrappa, 
2017) 

1,906,536 1,995,624 2,016,894 2,445,512 

AES 1,815,842 1,797,376 1,723,876 2,146,555 
RSA 1,517,344 1,630,041 1,573,484 1,753,448 
El-Gamal 1,457,645 913,984 1,499,264 1,608,800 
Signcryption 986,985 894,509 924,772 1,003,342 
WT (Tummalapalli & 

Chakravarthy, 2021) 
965,005 869,256 892,941 921,396 

SSO 964,071 866,515 864,690 908,099 
LA 895,787 841,482 848,688 886,533 
DHO 889,608 827,059 845,599 865,386 
ROA 886,736 812,723 831,092 850,994 
PRO 673,450 720,128 749,677 843,831 
HGS 508,402 407,814 394,831 390,950 
AOA 173,376 166,220 172,119 171,720 
CAHSACM 129,175 106,628 70,230 89,959  
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(Consensus approach (Panchamia and Byrappa, 2017), AES, RSA, El- 
Gamal, Signcryption, WT (Tummalapalli & Chakravarthy, 2021), SSO, 
LA, DHO, ROA, PRO, HGS, and AOA models. Predominantly, the con
ventional RSA attained 47339 ms time, while the count of the user is 100 
whereas our proposed model attain considerably a lower time 1376 ms 
at 100 user count. These improved outcomes are because of the IECC 
concept and optimal key creation. 

4.5. Analysis of encryption and decryption time 

Tables 12–14 shows the encryption time analysis using key sizes of 
64, 128, and 256. Tables 15–17 shows the decryption time analysis using 
key sizes of 64, 128, and 256. The analysis is done for user counts of 100, 
200, 300, and 400. The time to encrypt the data should be lower, which 
is accomplished by the CAHSACM scheme. For all key sizes, the CAH
SACM scheme has acquired less encryption time. Especially, for user 
counts of 300 and 400, the encryption time is lesser for a key size of 256. 
In the case of decryption time, the outcome is lesser for key size of 256 
than for key sizes of 64 and 128. Thus, minimal decryption and 
encryption time are revealed by the CAHSACM scheme over the 
Consensus approach (Panchamia and Byrappa, 2017), AES, RSA, El- 
Gamal, Signcryption, WT (Tummalapalli & Chakravarthy, 2021), SSO, 
LA, DHO, ROA, PRO, HGS and AOA. The improved ECC provides 
effective encryption and decryption, especially at a lower time. 

4.6. Convergence analysis 

Fig. 6 demonstrates the convergence for deployed CAHSACM 
schemes over conventional models (SSO, LA, DHO, ROA, PRO, HGS, and 
AOA). In Fig. 6, CAHSACM has exposed enhanced results by getting high 
key break time. At certain iterations, AOA has gained high key break 
time than SSO, LA, DHO, ROA, PRO, HGS, and AOA. However, this 
deviation can be considered negligible, as other metrics are satisfied by 
the CAHSACM scheme. Here, ROA has exposed the worst results by 
gaining less key break time. A high key break time of 442,000 is ob
tained by CAHSACM at the 50th iteration. Thus, the objective is fulfilled 
as in Eq. (20). 

4.7. Attack analysis 

The analysis of varied attacks such as brute force attacks and cipher 
text attacks is shown in Tables 18 and 19.The attack analysis of sug
gested CAHSACM is calculated over traditional schemes for varied key 
sizes of 128, 192, and 256. The estimation of the CAHSACM technique 
made over conservative models like the consensus approach (Panchamia 
and Byrappa, 2017), AES, RSA, El-Gamal, Signcryption, WT (Tumma
lapalli Chakravarthy, 2021), SSO, LA, DHO, ROA, PRO, HGS, and AOA is 
exposed for a varied count of users from, 100, 200, 300 and 400. The key 
breakage time by brute force and cipher text attacks are portrayed here. 
As per this statement, the suggested CAHSACM has exposed high key 
break time when prone to brute force and cipher text attacks. This 
development is due to improved IECC and optimal key creation 
concepts. 

4.8. Analysis of ablation study 

The analysis of the ablation study for varied attacks such as brute 
force attacks and cipher text attacks is shown in Table 20. The suggested 
CAHSACM is evaluated over the proposed method without including 
optimization for different key sizes of 128, 192, and 256. Predomi
nantly, for brute force attack, the suggested method has an improved 
value of approximately 442,000 than the developed model without 
optimization. Furthermore, for Cipher text Attacks, the adopted CAH
SACM technique has achieved a higher value of almost 442,000, while 
the proposed model without implementing optimization attained 
considerably a lower value of 512,237 which proves that the projected 
method has exhibited higher key break time under attacks employing 
cipher text and brute force, than the proposed method with using 
optimization. 

5. Conclusion 

This work developed a novel immigration management model with 
phases like, “initialization phase, log file collection phase, key 

Table 15 
Study on decryption time (ms) for CAHSACM over others for key size 64.  

User count 100 200 300 400 

Consensus approach ( 
Panchamia & 
Byrappa, 2017) 

51,166,912 51,438,432 53,744,421 55,531,440 

AES 51,038,977 51,312,331 53,610,042 55,392,607 
RSA 50,911,042 51,186,230 53,475,663 55,253,774 
El-Gamal 50,783,107 51,060,129 53,341,284 55,114,941 
Signcryption 50,655,172 50,934,028 53,206,905 54,976,108 
WT (Tummalapalli & 

Chakravarthy, 2021) 
50,527,237 50,807,927 53,072,526 54,837,275 

SSO 50,399,302 50,681,826 52,938,147 54,698,442 
LA 50,271,367 50,555,725 52,803,768 54,559,609 
DHO 50,143,432 50,429,624 52,669,389 54,420,776 
ROA 50,015,497 50,303,523 52,535,010 54,281,943 
PRO 49,887,562 50,177,422 52,400,631 54,143,110 
HGS 49,759,627 49,951,321 52,266,252 54,004,277 
AOA 49,631,692 49,825,220 52,131,873 53,865,444 
CAHSACM 49,503,757 49,799,119 51,997,494 53,726,611  

Table 16 
Study on decryption time (ms) over for CAHSACM others for key size 128.  

User count 100 200 300 400 

Consensus approach ( 
Panchamia and 
Byrappa, 2017) 

50,493,976 50,724,013 51,272,020 55,194,654 

AES 50,367,728 50,597,192 51,143,818 55,056,651 
RSA 50,241,480 50,470,371 51,015,616 54,918,648 
El-Gamal 50,115,232 50,343,550 50,887,414 54,780,645 
Signcryption 49,988,984 50,216,729 50,759,212 54,642,642 
WT (Tummalapalli & 

Chakravarthy, 2021) 
49,862,736 50,089,908 50,631,010 54,504,639 

SSO 49,736,488 49,963,087 50,502,808 54,366,636 
LA 49,610,240 49,836,266 50,374,606 54,228,633 
DHO 49,483,992 49,709,445 50,246,404 54,090,630 
ROA 49,357,744 49,582,624 50,118,202 53,952,627 
PRO 49,231,496 49,455,803 49,990,000 53,814,624 
HGS 49,105,248 49,328,982 49,861,798 53,676,621 
AOA 48,979,000 49,202,161 49,733,596 53,538,618 
CAHSACM 48,852,752 49,075,340 49,605,394 53,400,615  

Table 17 
Study on decryption time (ms) over for CAHSACM others for key size 256.  

User count 100 200 300 400 

Consensus approach ( 
Panchamia and 
Byrappa, 2017) 

39,140,240 38,656,030 39,668,728 40,857,425 

AES 39,042,378 38,559,388 39,569,538 40,755,279 
RSA 38,944,516 38,462,746 39,470,348 40,653,133 
El-Gamal 38,846,654 38,366,104 39,371,158 40,550,987 
Signcryption 38,748,792 38,269,462 39,271,968 40,448,841 
WT (Tummalapalli & 

Chakravarthy, 2021) 
38,650,930 38,172,820 39,172,778 40,346,695 

SSO 38,553,068 38,076,178 39,073,588 40,244,549 
LA 38,455,206 37,979,536 38,974,398 40,142,403 
DHO 38,357,344 37,882,894 38,875,208 40,040,257 
ROA 38,259,482 37,786,252 38,776,018 39,938,111 
PRO 38,161,620 37,689,610 38,676,828 39,835,965 
HGS 38,063,758 37,592,968 38,577,638 39,733,819 
AOA 37,965,896 37,496,326 38,478,448 39,631,673 
CAHSACM 37,868,034 37,399,684 38,379,258 39,529,527  
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generation, and management, partial proof generation, certificate and 
file encryption, adding encryption proofs on public key infrastructure, 
proof verification by cloud forensic investigator”. As a new thing, the 
public keys were chosen optimally via CAHSACM. In addition, IECC- 
based encryption was done to authenticate the data. Especially, the 
estimation of the CAHSACM technique made over conservative models 
like the consensus approach, AES, RSA, El-Gamal, Signcryption, WT, 
SSO, LA, DHO, ROA, PRO, HGS, and AOA was exposed for varied counts 
of users from, 100, 200, 300 and 400. The impact of the attack has to be 
lesser for better communication. As per this statement, the suggested 
CAHSACM has exposed less impact on both brute force attacks and ci
pher text attacks. In the future, varied types of attacks may be analyzed. 
The collision problem is not addressed in this research which can be 
resolved in future research. 
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Abstract  As the popularity of cloud computing increases,
safety concerns are growing as well. Cloud forensics (CF) is
a smart adaptation of the digital forensics model that is used for
fighting the related offenses. This paper proposes a new forensic
method relying on a blockchain network. Here, the log files are
accumulated and preserved in the blockchain using different
peers. In order to protect the system against illegitimate users, an
improved blowfish method is applied. In this particular instance,
the system is made up of five distinct components: hypervisor
(VMM), IPFS file storage, log ledger, node controller, and smart
contract. The suggested approach includes six phases: creation of
the log file, key setup and exchange, evidence setup and control,
integrity assurance, agreement validation and confidential file
release, as well as blockchain-based communication. To ensure
efficient exchange of data exchange between the cloud provider
and the client, the methodology comprises IPFS. The SSA (FOI-
SSA) model, integrated with forensic operations, is used to select
the keys in the best possible way. Finally, an analysis is conducted
to prove the effectiveness of the proposed FOI-SSA technique.

Keywords  cloud computing, cloud forensics, FOI-SSA model,
improved blowfish

Tab. 1. Abbreviations and terms used in this paper.

Abbreviation Description
1 2

AES Advanced encryption standard

BlockSLaaS Blockchain assisted secure logging
as-a-service

BES Bald eagle search
CF Cloud forensics
CC Cloud computing
CSP Cloud service provider
CFI Cloud forensic investigator
CADF Cloud auditing data federation
DMTF Distributed management task force
DBO Dynamic butterfly optimization
EB Ethereum blockchain
FCS Fuzzy based smart contracts
FIO Forensic investigation optimization

1 2
HSO Harmony search optimization
ECC Elliptical curve cryptography
IPFS Interplanetary file system
LGoE Logical graph of evidence
LA Lion algorithm
RSA Rivest-Shamir-Adleman

SRVA Secure ring verification based
authentication

SIEM Security data information and event
management

SA-DECC Sensitivity aware deep ECC
SSA Sparrow search algorithm
SSO Salp swarm optimization

SRVA Secure ring verification based
authentication

TPS Transaction per second

1. Introduction

When individuals leave their countries and move to other
states, we are dealing with migration [1]–[5]. Such persons
go through immigration-related processes in order to become
permanent residents of the their new country. Usually, the
procedure is very complicated. The applicant needs to get
a visa [1] and then apply for a permanent residency permit
which may later be converted into citizenship [6]–[11]. This
process becomes easier if the applicant is backed by a compa-
ny or if their family member is already a resident of the coun-
try concerned [12]–[14]. Due to the strict immigration laws
in effect in some countries, people revert to illegal practices
and attempt to infiltrate states without permission [15], [16].
This leads to illegal immigration [17]–[19] – an issue faced
by almost every other country in the world [20]–[22].

The proposed work keeps track of immigrants by storing sever-
al relevant pieces of information in the form of immutable [6]
and unique blockchain records [23], [24]. When a person is
suspected of illegal immigration, their official documents are
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compared with the record stored using blockchain [25]–[27],
i.e. a distributed ledger [28], [29].
Blockchain is a network of fault-tolerant and distributed
servers that contain shared, duplicated, and distinct con-
tent [30]. The management of a blockchain is cheap and
quick, since it is immutable and cannot contain false or du-
plicate information [31]–[33]. Blockchain can process fin-
gerprints, facial recognition, and retinal scanning biometric
data [17], [18]. Blockchain-based reactive data can be se-
cured using protective confidentiality encryption, limiting its
use to authorized entities only [34].
The novelty of this work lies in the fact that a novel blockchain-
based CF scheme is proposed, where an improved blowfish
mechanism is deployed for encryption purposes, and in ex-
ploiting the FOI-SSA algorithm for creating an optimal key.
The paper is set up as follows. After the related works review
given in Section 2, in Section 3 the project is presented
and the model created is described. The FOI-SSA model
recommended for generating the best key is described in
Section 4. Sections 5 presents the conclusions.

2. Literature Review

This section surveys the eight existing blockchain-dependent
evidence integrity preservation methods used in CF. Rane
and et al. [1] proposed the forensic-aware BlockSLaaS mod-
el to steadily process and store logs by addressing multi-
stakeholder collusion issues and facilitating confidentiality
and integrity. CFI was capable of accessing logs for foren-
sic purposes, using BlockSLaaS to protect the logs’ privacy.
However, the method failed to validate whether the service
provider guaranteed precise logs. Jain et al. [2] presented a
blockchain method for preserving the integrity of log files.
IPFS and the blockchain technology were combined to trans-
form a centralized storage system into a decentralized one.
The integrity of log files was preserved by storing log files
in blockchain. Thanks to such an approach, the system was
used for storing huge log files at a minimal cost. However,
the method failed to maximize CSP trust by minimizing CSP
dependencies.
Pourvahab et al. [3] presented an SRVA scheme for protect-
ing the system against unauthorized users. To ensure even
better protection of the cloud platform, the secret keys were
optimally produced by utilizing the HSO technique. In this
case, the server stored the data after they had been encrypted
with the use of the SA-DECC algorithm. By modifying FCS,
such a strategy allowed the user to track down data and LGoE
collected with the use of blockchain enabled the evidence to
be studied. However, the proposed method failed to improve
the digital forensics model. Dalezios et al. [4] proposed the
DMTF with CADF standard for CF. The authors improved
the Apache Cloud Stack platform by employing CADF ac-
tivity tracking adopted in an Open Stack and made it more
forensically reverberant. Stelly et al. [5] developed a method
relying on automated container deployment and orchestration
platforms to attain improved performance in digital forensics.

The results showed that the distributed container-based ap-
proach offered a workable technical foundation for addressing
the increased data volumes in digital forensic investigations.
Park et al. in [6] presented a permission blockchain-based
data integrity management system for CFs. Such a method
was capable of certifying the integrity of data while process-
ing more transactions. However, there is an issue that the
evaluation of performance cannot be made on anticipated da-
ta dimension. However, the model can be utilized as one of
the methods for addressing security-related issues in cloud
platforms. It failed, however, to accumulate network data by
performing simulations concerned with computing precise
TPS. Dasaklis et al. [7] described a CF method relying on
the available blockchain-based technologies. The approach
provided a detailed review of the various advantages and
shortcomings of the mutually beneficial relationship between
blockchain technology and the current digital forensics ap-
proach. Unfortunately, the method failed to identify different
research issues in digital forensics. Irfan et al. [8] presented
a model using SIEM to address the problem of effective evi-
dence collection in CFs. The method shared evidence with
cloud users, whenever needed. The proposed method helped
perform detailed CF by adapting evidence, but failed to im-
prove the performance of the solution by applying advanced
optimization techniques.

3. Blockchain-based Protocol Developed
for Maintaining Integrity in CF

Anti-tampering and privacy protection are two critical secu-
rity requirements in cloud computing environments. Figure 1
shows the outline of the proposed architecture. In judicial
forensics, maintaining privacy is a top priority. The suggested
technique adopts an appropriate mechanism for maintaining
confidentiality and anonymity, ensuring that no private data is
released during the derivation function of a blockchain-based
process. The system incorporates eight elements, including
hypervisor, virtual machine, node controller, log ledger, IPFS
file storage, blockchain network, CFI, and smart contract.

3.1. Initialization Step

The start-up phase involves launching virtual machines, hyper-
visors, node controllers, IPFS cloud storage, smart contracts,
blockchain networks, CFI, and log ledgers. The following is
a more detailed depiction of each entity. A virtual machine
(VM) is a computational source that runs programs maps us-
ing software, rather than a real computer. The hypervisor is
software that creates and operates a collection of virtual ma-
chines, allowing one host to handle several guest VMs, by
sharing resources virtually. The nodes controller gathers logs
from all virtual platform sources via log libraries and creates
log entries for each log. IPFS cloud storage is a file transfer
mechanism depending on cryptography hashes, that can be
readily stored on the blockchain and regulated to effectively
store and transfer large files, while smart contract acts as a set
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of applications that are kept on the blockchain and continue
to run when specific conditions are satisfied.
The blockchain network, in turn, offers ledger and smart con-
tract functions to varied apps, and if questionable actions on
the cloud take place, the CFI is tasked with gathering and
reviewing evidence. The last resource component is the log
ledger which contains a set of recorded results with a times-
tamp. Therefore, it serves as a helpful proof for initiating legal
action against a suspect. The ledger aids in the preservation
of the chronology of created logs.
Table 1 contains all acronymous and abbreviations used in
this paper, while Tab. 2 summarizes the symbols used.

Tab. 2. Symbols used in of proposed evidence integrity preservation
mechanism.

Symbol Description
MPWD Password of node controller
MID User ID of node controller
KM Key of node controller
T Time stamp
Hd Host ID
L Log file
P Node controller program to record log file
pk Public key
⊗ Interpolation
⊕ Ex-or operation
RHd Requested ID
en(.) ECC encryption
SM Service name
K(.) Kernel transform
r Random number
REQ Integrity assurance request message
h(.) Hashing
SPWD Session password
KL Hypervisor key
A Acknowledgement message
QPWD CFI Password
QHd CFI ID
IA Integrity assurance

3.2. Creation of Log File

At this stage, the user passwordMHd and user IDMPWD are
formed by the user, which accumulating logs from every each
resource of the virtual podium.MHd andMPWD are saved
in the hypervisor asM∗Hd andM∗PWD. The node controller
key is produced after obtaining the user’s credentials. The
key is created by XOR-ing the public key and the modulus of
a random key. After combining the resulting product with the
encrypted user ID, the modulus is used to generate the node
controller key as:

KM = |en(M∗Hd)mod (r)⊕ pk| . (1)

The Log L is formed in the hypervisor with the requested ID
of user RD, time stamp T , and service name SM for Hd , as:

L = ⟨Hd , T,RD, SM ⟩. (2)

Similarly, the node controller keyKM , L, and encoded node
controller programmes for recording the log files are provided
to the node controller as:

KM , L, en(P ). (3)

Thus, the node controller key is saved asK∗M and the node
controller program is set to trace the log file.

3.3. Key Setup and Exchange Process

Once the log file generation procedure is has been completed,
three entities: the node controller, hypervisor, and log ledger,
are used to start the key setup and exchange process. The stored
node controller keys are given to the hypervisor and saved as
K∗RM . The hypervisor key is created by adding the encrypted
node controllers programs and the kernel transformation of
an arbitrary integer with the stored key. The final hypervisor
key is generated by XOR-ing the acquired result with the hash
timestamp Ts , which is modelled as:

KL = h(Ts)⊕ en(p)||K(r). (4)

The hash of the finalized hypervisor key is proceeded here to
generate the session password SPWD, which is then supplied
to the node controller and saved as S∗PWD. As a result, the
session password is:

SPWD = h(KL). (5)

Next, the acquired hypervisor key is saved as K∗L in the
log ledger. The hash of the stored hypervisor key is saved
inM1 and passed to the node controller, where it is saved
asM∗1 :

M1 = h(K
∗
L). (6)

IfM∗1 = SPWD, the ledger is confirmed and the confirmation
occurs in the node controller.

3.4. Evidence and Contract Phase

For the sake of achieving privacy, the CFI and smart contract
are used. The CFI ID QHd and password QPWD are creat-
ed during this phase and the credentials are passed into a the
smart contract that is saved asQ∗Hd andQ∗PWD. Furthermore,
the acknowledgment packet containing an encoded node con-
trol program, an the encoded ID, the cloud hashing forensic
researcher ID, and the header are given to CFI and saved
as A∗:

A = ⟨en(P ), en(R), h(QHd),Header⟩. (7)

The evidence is formed by XOR-ing the hash message and
secure CFI ID, which is kept in the smart contract as EP∗

and modelled as:

EP = h(A∗)⊕ en(Q,D). (8)
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Fig. 1. Overall system model block diagram for evidence integrity preservation for cloud forensics.

The confirmation message is created by XOR-ing the saved
evidence with the hashed message that is written as:

V = EP∗ ⊕ h(A). (9)

If V = en(QHd), then the validation was is considered
accomplished and the information was is sent to CFI.

3.5. Integrity Assurance

Three entities are involved in this process: node controller,
hypervisor, and CFI. The user ID, the request message and
the stored key of the node controller are initially verified by
the hypervisor that is expressed as:

MHd ,REQ,K
∗
M . (10)

The user ID and the saved node controller key are verified
by the hypervisor. Then, the message is created by XOR-ing
the hash node controller key, the encoded shared key, and the
hash hypervisor key, such as:

M1 = h(K
∗
N )⊕ en(pk)⊕ h(KL). (11)

The login password is formed by XOR-ing the hashed times-
tamp with the encoded public key as:

SPWD = h(Ts)⊕ en(pk). (12)

The resultant message and session passcode are given into
the CFI, which performs integrity assurance operations by
XOR-ing the message and session passwords and storing the
result in the hypervisor as:

IA = (M∗1 ⊕ SPWD). (13)

Level 2 verification is calculated based on integrity security
operations, using the saved integrity assurance and the saved
message as:

V2 = I
∗
A ⊕M∗1 . (14)

If V2 = Spwd, the guaranty is permitted. The required mes-
sage and the CF ID are then sent to the node controller where
the CF ID is saved.

3.6. Agreement and Confidential File Release

For agreement and private file release, the node controller, the
CFI, and the blockchain network are considered. The CF ID
and the request message are supplied to the node controller
in this phase. Validation of the CF ID is carried out here in
order to determine which one is genuine. Furthermore, two
messages are produced, the first being formed by XOR-ing
the encoded log and the encoded public key as:

R = en(log)⊕ en(pk). (15)

The other message is created by combining the public key
with a value, and then combining the result with the hash Req
message as:

R∗G = H(IREQ)||(pk)Θr. (16)

The last message is created by XOR-ing the first and second
messages, and then feeding them to the CFI and storing them
asM∗1 , as shown in:

RR =M∗1 ⊕RQG. (17)

The CFI creates two messages, the first of which is created
by XOR-ing the last message with the second message. The
second message is created by combining the public key with
a randomized value, and then combining the result with the
hash Req packet as:

RQG = H(IREQ)||(pkΘr). (18)

By XOR-ing the initial message with the encoded public key,
the log is created. If ⟨S, P ⟩ = I(log), then it is found to be
satisfactory and is sent again, and then a contact between the
CFI and the blockchain network is created.

3.7. Improved Blowfish Algorithm

The blowfish scheme is highly efficient and is suitable for
hardware implementation and related modeling [35]. Howev-
er, to enhance the key management mechanism, a modified
version of blowfish is introduced, as follows:
– the input includes 64 bit data,
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– it includes 64-bit block ciphers with irregular key lengths,
– it includes four 32-bit S arrays and P boxes. The S array

has 18 of 32-bit subkeys, while each P box comprising 256
entries,

– it comprises two elements: a key-expansion part and a data-
encryption part.

The F operation employs four substitution boxes, each con-
sisting 256 32-bit entries [36]. Conventionally, if block XL is
divided to 8-bit blocks a, b, c, d, then the operation F (XL) is
shown as in Eq. (19). As per the modified blowfish model,
F (XL) is modelled as in Eq. (20):

F (XL) = [(P1,a + P2,b 2
32)⊕ P3,c] + P4,d 232, (19)

F (XL) = [(P1,a ⊕ P3,c) + (P2,b ⊕ P4,d) 232]. (20)

3.8. Blockchain-based Communication Phase

The blockchain-oriented communication stage is used to
securely store and process logs, allowing for effective control
of access to CFI and log integrity checking. An attack on
the cloud can be carried out by a malevolent employee or an
outside attacker. The functions that take place on the cloud
platform generate logs for each VM operation, such as network
interaction and VM setup logs. These logs are not power-
independent, which means that if the VM is turned off, the
data stored therein are lost. The suggested technique retrieves
logs from Internet platforms and stores them in secondary
memory storage to ensure data security and integrity.
The keys denoted by pk are optimally chosen via the FOI-SSA
model. Figure 2 shows solutions in which nn indicates the
overall count of keys. The objective Obj is to raise the key
breaking time kbr as:

Obj = max(kbr). (21)

Fig. 2. Solution encoding scheme.

3.9. Proposed FOI-SSA Model for Optimal Key Generation

To achieve better convergence, FIO [37] is combined with the
SSA model [38] to form FOI-SSA. Self-improvement of the
optimization schemes results in better accuracy [39]– [42].
The behavior of the sparrows and formulated corresponding
rules are described as:
1) The producers are typically highly energized. Assessment

of each person’s fitness values generates information about
their energy reserves;

2) As individual sparrows start to chirp, the producers are
required to direct all scavengers to the safe area when the
alert value exceeds the safety level;

3) Every sparrow proceeds to production in accordance with
how often it seeks out larger food sources, but the ratio of

scavengers to producers becomes higher across the board.
The producers would act as he sparrows with maximum
energy levels. Numerous starving scavengers are inclined
to fly towards different locations in search for food, to gain
energy;

4) Scroungers look for food by emulating a farmer who
actually produces the healthiest food. To increase their
predation rate, certain scavengers may keep a tight eye on
the producers and engage in food wars;

5) Sparrows in the center of the group haphazardly walk to be
close to others when the sparrows at the group’s periphery
are aware of danger and quickly go into the safe area to
take a better position.

As per FOI-SSA, the chaotic-based OBL is performed to
generate opposite solutions that ensure a good convergence
rate.

The location of the sparrows is represented by:

Y =


Y1,1 Y1,2 . . . Y1,a

Y2,1 Y2,2 . . . Y2,a
...

...
...

...

Ys,1 Ys,2 . . . Ys,a

 . (22)

This implies the sparrow count and the size of the optimized
variable. The fitness of the sparrow is defined by Eq. (23),
which also addresses the fitness of the individuals.

FY =


f [(Y1,1 Y1,2 . . . Y1,a)]

f ([Y2,1 Y2,2 . . . Y2,a)]
...

...
...

f ([Ys,1 Ys,2 . . . Ys,a)]

 . (23)

The locations of producers are updated as per rules 1–2 and:

Y r+1c,d =

{
Y rc,d e

−c
α.itmax if C2 < st

Y rc,d + P.M if C2 ­ st
. (24)

In Eq. (24), r represents the iteration, max implies the
maximum iteration, α is an arbitrary integer, st and C2 are
the safety threshold and the alarm value, and P is an arbitrary
integer.M denotes a matrix of 1 ×d with element 1.

The scroungers follow rules 4–5. As stated earlier, various
scroungers track producers. In FOI-SSA, the scrounger’s
position is updated using FIO as:

Y (i)new = YBij + ra
∗
10(YBij − YBrj ) +

+ ra∗11(Ybest − YBij ), (25)

where ra10 and ra11 are arbitrary integers (0 and 1), Ybest
implies the best position, Bi denotes the agent. In addition,
in FOI-SSA, Cauchy’s mutation is performed as:

Y (i)new = Ybest + Y
∗
i cauchy(0, 1). (26)
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In addition, the model as per rule (6) is:

Y r+1c,d =


Y rbest + γ.

∣∣Y rc,d − Y rbest∣∣ if fc < fu

Y rc,d + Z.

(∣∣Y r
c,d
−Y rworst

∣∣
(fc−fw)+ε

)
if fc = fu

, (27)

where γ indicates the step size control parameter with a vari-
ance of 1 and a mean value of 0, Rhost denotes the current
global optimal location, Z ∈ [−1, 1] denotes the route of the
sparrow, fc stands for the fitness value of the current sparrow,
fw and fu are the worst fitness value and the current global
best, ε is a small constant for avoiding the zero-division-
error, and Yhost denotes the position at the center of the popu-
lation.

4. Results and Discussion

The proposed CF integrity management plan has been created
using Java and CloudSim. The performance of the FOI-SSA
system was computed over EB [2], AES, ECC, RSA, El-
Gamal, Signcryption, ECC + IPFS [43], DBO, BES, SSO,
FIO, and SSA, taking into consideration such metrics as
memory, detection rate, etc. In this case, the assessment was
performed by altering the key size from 64 to 128 and the
user count from 200 to 400.

4.1. Detection Rate Analysis

The detection accuracy of the proposed FOI-SSA algorithm is
evaluated in comparison with traditional methods, for various
key sizes of 64 and 128. Estimates concerning the FOI-SSA
scheme, made over EB [2], AES, ECC, RSA, El-Gamal,
Signcryption, ECC + IPFS [34], DBO, BES, SSO, FIO and
SSA approaches are presented in Figs. 3 and 4 for user counts
of 100, 200, 300 and 400. Here, the proposed FOI-SSA model
showed an enhanced detection rate over EB, AES, ECC, RSA,
El-Gamal, Signcryption, ECC + IPFS, DBO, BES, SSO, FIO
and SSA. In Fig. 3, a higher detection rate is observed for

Fig. 3. Detection rate of FOI-SSA vs. other approaches, for a key
size of 64.

FOI-SSA, with the user count of 100 for a key size of 64. With
an increase in user count, the detection rates for FOI-SSA
decreased for a key size of 64. This progression is the result
of the enhanced blowfish concept and the integrated optimal
key creation. Thus, the benefit of FOI-SSA is recognized over
EB, AES, ECC, RSA, El-Gamal, Signcryption, ECC + IPFS,
DBO, BES, SSO, FIO, and SSA.

Fig. 4. Detection rate of FOI-SSA vs. other approaches, for a key
size of 128.

4.2. Memory Usage Analysis

Figures 5–6 show an analysis of memory usage for FOI-
SSA and other algorithms, for 128 and 64 key sizes. 8.5 MB
of memory are used FOI-SSA for 100 users and a 64 key
size, while other algorithms achieved higher utilization rates.
Memory usage grows along with an increase in user count.
These data help choose the optimal key and improve the
blowfish concept.

Fig. 5. Memory usage analysis of FOI-SSA vs. other approaches,
for a key size of 64.
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Fig. 6. Memory usage analysis of FOI-SSA vs. other approaches,
for a key size of 128.

4.3. Time Analysis

Tables 3 and 4 show computational times for 128 and 64-bit
keys. The analysis was performed for various user counts. For
all key sizes, the time increases along with the user count.
For 100 users, the computational time is shorter, but when
the user count reaches 400, the time is longer for all other
methods. However, FOI-SSA achieved a shorter time interval
than its competitors. These advances are the result of using
the blowfish concept and creating the optimal key.

4.4. Encryption and Decryption Time Analysis

The encryption time for various key sizes is summarized in
Tables 5–6, while Tables 7–8 show the decoding time. For
FOI-SSA, the encryption time is shorter for each key size. For
user counts of 100 and 200, the decryption time is shorter with
a 64-bit key which also requires less computational time for
encryption. Thus, FOI-SSA achieves the shortest decryption
and encryption times compared with its competitors, as shown
in the tables.

Fig. 7. Convergence analysis: FOI-SSA vs. other schemes.

4.5. Convergence Analysis

Convergence analysis of the proposed FOI-SSA system and
the comparison of its performance with former models is
shown in Fig. 7. FOI-SSA offers enhanced outcomes – the
key break time at the 50-th iteration is 140004, meaning that it
is higher than in the case of DBO, BES, SSO, FIO, and SSA.
DBO’s poor results were disclosed by obtaining a reduced
key break time. Therefore, the goal is achieved, as shown in
Eq. (21).

4.6. Attack Analysis

Figures 8 and 9 show the outcomes of research on various at-
tack types, including inside and password spoofing attacks,
for various key sizes and for varied user counts. Figure 8
shows the average key breakage time for inside and password
spoofing attacks. While vulnerable to insider and password
spoofing attacks, the proposed FOI-SSA approach has re-
vealed a higher key break time. This is achieved due to a better
blowfish concept and optimal key creation in FOI-SSA.

Fig. 8. Inside attack: FOI-SSA vs. other schemes.

Fig. 9. Password spoofing attack: FOI-SSA vs. competitors.
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Tab. 3. Time analysis using FOI-SSA over others algorithms for a key size of 64 [s].

User count EB AES ECC RSA El-Gamal Signcryption ECC + IPFS DBO BES SSO FIO SSA FOI-SSA
100 505 504 503 402 351 324 327 221 184 146 110 74 35

200 506 505 505 403 351 324 323 222 185 147 110 74 36

300 509 509 508 405 352 325 324 222 185 147 110 74 36

400 712 709 707 504 453 426 425 223 186 149 110 73 36

Tab. 4. Time analysis using FOI-SSA over others algorithms for a key size of 128 [s].

User count EB AES ECC RSA El-Gamal Signcryption ECC + IPFS DBO BES SSO FIO SSA FOI-SSA
100 613 612 612 407 355 327 326 217 181 145 109 73 35

200 643 642 641 472 414 377 375 223 187 149 110 73 35

300 702 701 701 487 420 393 391 224 187 149 112 73 37

400 790 789 787 598 546 519 518 226 188 150 113 74 37

Tab. 5. Encryption time for FOI-SSA vs. others algorithms for a key size of 64 [s].

User count EB AES ECC RSA El-Gamal Signcryption ECC + IPFS DBO BES SSO FIO SSA FOI-SSA
100 25 25 17 16 16 16 16 16 28 0.8 0.7 0.3 0.3

200 25 25 17 17 16 16 16 16 28 0.8 0.7 0.4 0.3

300 25 25 17 17 17 16 16 16 29 0.8 0.7 0.4 0.3

400 27 26 17 17 17 17 16 16 29 1 0.8 0.4 0.3

Tab. 6. Encryption time for FOI-SSA vs. others algorithms for a key size of 128 [s].

User count EB AES ECC RSA El-Gamal Signcryption ECC + IPFS DBO BES SSO FIO SSA FOI-SSA
100 25 25 16 16 16 17 16 16 3 0.8 0.6 0.4 0.3

200 25 25 17 17 17 17 16 16 3 0.9 0.8 0.4 0.3

300 35 26 17 17 17 17 16 16 3 0.9 0.8 0.5 0.5

400 55 27 18 17 17 17 17 16 4 1 1 0.8 0.7

Tab. 7. Decryption time for FOI-SSA vs. others algorithms for a key size of 64 [s].

User count EB AES ECC RSA El-Gamal Signcryption ECC + IPFS DBO BES SSO FIO SSA FOI-SSA
100 76 75 48 17 16 16 16 16 16 0.6 0.194 0.2 0.1

200 76 75 48 17 17 16 16 16 16 0.7 0.241 0.2 0.1

300 77 76 49 17 17 16 16 16 16 0.7 0.241 0.2 0.1

400 177 177 50 17 17 17 16 16 16 0.7 0.265 0.2 0.1

Tab. 8. Decryption time for FOI-SSA vs. others algorithms for a key size of [s].

User count EB AES ECC RSA El-Gamal Signcryption ECC + IPFS DBO BES SSO FIO SSA FOI-SSA
100 124 75 49 16 17 16 16 16 15 0.6 0.2 0.2 0.1

200 179 77 49 17 16 16 16 16 16 0.7 0.3 0.2 0.1

300 259 117 49 17 17 16 16 16 16 0.7 0.4 0.3 0.1

400 275 142 68 17 17 17 17 16 16 1 0.5 0.3 0.2

5. Conclusion

This paper proposes a novel forensic method relying on
a blockchain network. In order to protect the system against
illegitimate users, an improved blowfish method is used. The
system is made up of five distinct elements: hypervisor, node
controller, log ledger, IPFS file storage, and smart contract.

The suggested method entails six phases, including determi-
nation of the log file concept, key arrangement and exchange
process, setup and control of evidence, assurance of integri-
ty, agreement validation, release of the confidential file, and
the blockchain-based communication phase. The proposed
FOI-SSA approach offers an enhanced detection rate com-
pared with EB, AES, ECC, RSA, El-Gamal, Signcryption,
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ECC+IPFS, DBO, BES, SSO, FIO, and SSA algorithms.
A higher detection rate was observed for FOI-SSA for a user
count of 100 and a key size of 64. As the user count in-
creases, the detection rate of FOI-SSA decreases for a key
size of 64.
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Forecasting river basin yield using information of large-scale coupled 
atmospheric–oceanic circulation and local outgoing longwave radiation
Satyawan D. Jagdale, Satishkumar S. Kashid and Ajay U. Chavadekar

Department of Civil Engineering, Walchand Institute of Technology, Solapur, India

ABSTRACT
Global and local climate parameters influence the distribution of precipitation over continents. The 
spatio-temporal distribution of rainfall and the depth of rainfall over a river basin influence the river 
basin yield. This study deals with the prediction of the river basin scale yield of the ‘Upper Bhima River 
basin’ from the Maharashtra State of India. The information on large-scale circulation patterns El Nino- 
Southern Oscillation (ENSO), Equatorial Indian Ocean Oscillation (EQUINOO) index, Multivariate ENSO 
Index (MEI), and local meteorological input viz. Outgoing longwave radiation (OLR) has been used to 
predict the river basin scale yield. The Artificial Intelligence (AI) tool – Genetic Programming (GP) – is 
used for developing prediction models. Ten different combinations of input variables are attempted 
for the development of monthly river basin yield models to arrive at the best input variable 
combination for the best predictions with varying lead times. Also, three combinations of input 
variables were tested for the prediction of ‘Seasonal Yield’. The findings of this research work indicate 
that GP-derived monthly River Basin Scale Yield forecasting models are successful in the prediction of 
yield with a correlation coefficient of 0.83. The seasonal yields could be predicted with a correlation 
coefficient of 0.75.
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1. Introduction

A reliable prediction of river basin yield in advance helps in 
improving the management of water resource systems in the 
rural and urban environment (Chiew et al. 2003). The per
formance of streamflow prediction models enhances with the 
use of large-scale atmospheric circulation information and 
OLR as a local meteorological input along with streamflow at 
previous time steps (Maity and Kashid 2009).

The yield from a river basin primarily depends upon the 
rainfall depth, spatial distribution of rainfall over the catch
ment, the characteristics of the catchment, and losses due to 
infiltration, seepage, and evapotranspiration. The temporal 
pattern of basin yield depends upon the volume of water 
trapped in various dams and reservoirs in a river basin, water 
used for various purposes from dams, canals, and rivers, 
return flows of irrigation and releases from reservoirs in 
a river for ecology and maintaining minimum streamflow 
in the river.

The association between large-scale climate circulation 
patterns and hydrologic variables like rainfall and streamflow 
is termed as ‘Hydroclimatic Teleconnection’ (Chiew et al. 
1998). Indian hydrometeorology is prominently influenced 
by two large-scale atmospheric circulation patterns viz.‘El 
Niño- Southern Oscillation (ENSO) from the tropical 
Pacific Ocean and the ‘Equatorial Indian Ocean Oscillation’ 
(EQUINOO) from the Indian Ocean.

El Niño Southern Oscillation is the coupled ocean- 
atmosphere mode of the tropical Pacific Ocean (Cane 
1992). E1 Niño represents the warming of the Pacific 
Ocean, while La Niña represents the opposite cooling of the 
oceans in the same area. This oscillation observed over the 
Pacific Ocean gives rise to periodic shifts in the interacting 
winds and sea-surface exchanges. Both El Niño and La Niña 

are accompanied by changes in atmospheric pressures 
between the eastern and western Pacific Ocean, known col
lectively as ENSO (El Niño Southern Oscillation).

The variation of streamflow with ENSO has been assessed 
for Indian hydroclimatology (Ashok et al. 2001; Maity and 
Kashid 2009). The Indian Summer Monsoon Rainfall 
(ISMR) mainly depends upon ENSO and EQUINOO 
observed over the tropical Indian Ocean (Gadgil et al. 
2004). Murgulet et al. (2017) state that streamflow offers 
a significant response to the sea surface temperature anoma
lies. Douglas et al. (2001) had shown a significant relation
ship between natural variability of the annual flow of river 
Ganges and ENSO.

Another ‘Hydroclimatic teleconnection’ influencing 
‘Indian Summer Monsoon Rainfall’ and Streamflows on the 
Indian Subcontinent is ‘Equatorial Indian Ocean Oscillation’ 
(EQUINOO) from the Indian Ocean. It is the atmospheric 
component of the ‘Indian Dipole Mode’(Gadgil et al. 2004). 
The pattern of internal climate variability with anomalously 
low sea surface temperatures (SST) off Sumatra and high sea 
surface temperatures in the western part of the Indian Ocean 
is known as Indian Ocean Dipole (IOD) mode. IOD mode 
always occurs with wind and precipitation anomalies (Saji 
et al. 1999). This mode shows typical characteristics, e.g. 
significant changes in equatorial zonal wind field (70° E – 
90° E, 5° S – 5° N) and seasonal phase locking. Strong 
empirical evidence of coupling between SST and the wind 
field through the precipitation field is the characteristics of 
IOD mode (Saji et al. 1999). EQUINOO can be treated as the 
atmospheric component of the IOD mode (Gadgil et al. 
2004). The convection over the Eastern part of the 
Equatorial Indian ocean (EEIO) (90° E – 110° E, 10° S – 0°) 
is negatively correlated with the convection over the Western 
part of the Equatorial Indian Ocean (WEIO), (50° E – 70° E, 
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10° S – 10° N) during the Indian summer monsoon season 
(June to September). The oscillation between these two states 
is called the EQUINOO (Gadgil et al. 2004). EQWIN, the 
negative of zonal wind anomaly over the equatorial Indian 
Ocean region (60–90oE, 2.5o S-2.5o N) is used as the 
‘EQUINOO index’ (Gadgil et al. 2004).

MEI is a single index, which is a combination of six 
different climate parameters such as sea-level pressure (P), 
zonal wind (U), meridional (V) components of the surface 
wind, surface air temperature (A), sea surface temperature 
(S), and total cloudiness fraction of the sky (C) (Wolter and 
Timlin 1993). MEI is developed and used for monitoring the 
ENSO index. Gutierrez and Dracup (2001) state that MEI is 
the best indicator of ENSO with the other indicators in the 
prediction of streamflow of Colombian river. MEI holds 
a strong relation in the prediction of the effect of ENSO on 
rainfall/ runoff than various other ENSO methods and 
indices for the Williams River catchment, New South 
Wales, Australia (Kiem and Franks 2001).

Summer rainfall in the tropics is usually associated with 
organized convective clouds, and these clouds modulate the 
Outgoing Longwave Radiation observed from satellite sensors. 
The OLR is electromagnetic radiation of wavelengths ranging 
between 3 and 100 μm, leaving the earth in the form of thermal 
radiation. The deep clouds in these largely cumulus convection- 
dominated regions correspond to more intense precipitation. 
Hence, OLR is used as a proxy for cumulus activity and pre
cipitation over the river basin under consideration for this study.

OLR Patterns were studied by Gadgil et al. (2004) for 
studying the extremes of the Indian summer monsoon rain
fall. Maity and Kashid (2009) used information of Large- 
Scale Coupled Atmospheric–Oceanic Circulation (ENSO 
and EQUINOO) and Local OLR for Short-Term Basin- 
Scale Streamflow Forecasting. Thus, it is established that 
the ISMR and the streamflow in the rivers and river basin 
yield are notably correlated with the ENSO and EQUINOO, 
through oceanic-atmospheric teleconnection, as well as the 
local meteorologic input OLR.

The aim of this paper is to investigate the influence of 
large-scale atmospheric circulation patterns and local 
meteorological inputs on the ‘River basin yield’. The likely 
improvement in prediction performance of ‘Monthly basin- 
scale yield’ supported by local climate input viz. ‘Outgoing 
Longwave Radiation’ will also be investigated in this work. 
‘Basin-scale yield’ models for Monthly and Seasonal predic
tions are to be developed by adopting the ‘Genetic 
Programming’ approach.

2. Materials and methods

2.1. Study area-Upper Bhima river basin

The Upper Bhima river basin, which is a sub-basin of the 
Bhima river basin (Figure 1) of India, is selected for this 
study. River Bhima is a major tributary of river Krishna. It 
originates from the ‘Bhima Shankar’ hills of the Western 
ghats of India, which is 945 meters above the mean sea 
level. The coordinates of the Upper Bhima basin extend 
over 17.18° N to 19.24° N Latitudes and 73.20° E to 76.15° 
E Longitudes. The area of the Upper Bhima river basin is 
around 45,335 square kilometres.

The climate of the Upper Bhima is spatially and tempo
rally variable. The average rainfall over the basin is 872 mm/ 
year. The Maharashtra state of India has constructed 26 
major dams along with 39 medium dams and 480 Minor 
projects in the Upper Bhima River basin. Figure 1 shows the 
locations of major reservoirs in the Bhima Basin.

2.1.1. River basin yield
River basin scale yield of water depends upon the rainfall and 
its distribution over the river basin along with various losses 
such as infiltration, etc. As explained in Section 1, the use of 
the El Nino-Southern Oscillation (ENSO) index, along with 
the Equatorial Indian Ocean Oscillation (EQUINOO) index, 
potentially improve the performance of river basin-scale 
streamflow prediction, and it helps in the proper management 
of water resources (Maity and Nagesh Kumar 2008). The 

Figure 1. Upper Bhima River Basin with the Location of Major Reservoirs. (Note: Upper Bhima Basin is up to Nira Bhima Confluence indicated by * in the map)
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performance of streamflow prediction models enhances with 
the addition of local meteorological input OLR as it is taken as 
a proxy to the rainfall (Maity and Kashid 2009). Murgulet 
et al. (2017) state that streamflow offers a significant response 
to the sea surface temperature anomalies. The MEI is used in 
place of ENSO in some combinations as Gutierrez and 
Dracup (2001) state that MEI is the best indicator of ENSO.

In the Upper Bhima river basin, the reservoirs are 
formed across various tributaries of river Bhima at suita
ble sites to meet the varying patterns of water demand for 
various uses viz. irrigation, drinking water, industry, etc., 
throughout the year by constructing dams.

There is interdependency in the system of reservoir filling 
pattern. After filling reservoirs located in the head reaches of 
the river basin, the water is released in the form of a spill. 
This water forms ‘inflow’ to the next adjacent reservoir on 
the downstream side and so on. To avoid the additional entry 
as inflow by this spill, we have separated the spill from all the 
reservoirs lying upstream of the end reservoir. This addition 
is carried out till the end reservoir lying over a tributary of 
Bhima. So, the net yield from a basin is calculated as the 
summation of inflow due to runoff in all the reservoirs, loss 
of surface water due to evaporation from all the reservoirs, 
use of water for different purposes from all the reservoirs, 
and spill from the last reservoir of the basin. After the cross- 
check and cautious scrutiny of all data, the basin yield values 
for month, season, and water year are confirmed.

The average monthly yield of the basin for the period of 
1972 to 2014 varies from 472 MCM, to 2144 MCM. The river 
basin yield of June through October is considered as 
a ‘Seasonal Yield’ in this study. The variation of seasonal 
yield for the aforesaid period is from 1323 MCM to 14,707 
MCM, indicating a very wide range of variation in yield over 
a period of time. The average annual yield of the catchment 
for the same period is about 10,496 MCM.

2.2. Data

(a) ENSO index data of ‘anomaly sea surface temperature 
(SST)’ from the Niño 3.4 region (120°-W to 170°-W 
and 5°-S to 5°-N) for the period January 1972 to 
December 2014 are used. The data are obtained 
from the website of ‘National Weather Service’, 
Climate Prediction Centre of ‘National Oceanic and 
Atmospheric Administration’ (NOAA). (http://www. 
cpc.noaa.gov/data/indices/)

(b) EQWIN, NCEP reanalysis data of surface wind are 
obtained from the ‘National Centre for 
Environmental Prediction’ from website http://www. 
cdc.noaa.gov/Datasets. For ‘EQUINOO index’, 
Monthly negative of zonal wind anomaly over the 
equatorial Indian Ocean region (60° – E to 90° – 
E and 2.5° – S to 2.5° -N) is used.

(c) Monthly OLR data are taken from the website of 
NOAA (http://www.cdc.noaa.gov) for the region 
(15° N to 20° N and 72.5° E to 77.5° E) from 
the year 1979 to 2014.

(d) Monthly MEI data are obtained from the Earth 
Science Research Laboratory (ESRI), Physical 
Science division (https://www.esrl.noaa.gov/psd/ 
enso/mei/) for the region (30°S-30°N and 100°E-70° 
W) from the year 1972–2014

(e) The data required to compute the water yield of 
Upper Bhima Basin are obtained from the Office 
Executive Director, Maharashtra Krishna Valley 
Development Corporation, Govt. of Maharashtra, 
Pune.

2.3. Methodology

It is scientifically and mathematically challenging to use 
climate signals for the prediction of basin-scale hydro
logic variables because the climatic systems are very 
complex, and the physics of many systems are still not 
very clearly understood. The difficulties in modelling 
such complex systems are considerably reduced by the 
recent artificial intelligence tools like Artificial Neural 
Networks (ANN), Genetic Algorithm (GA)-based evolu
tionary optimizer and Genetic Programming (GP). 
Hence, such AI tools are tried nowadays for modelling 
complex systems like basin-scale streamflow forecasting 
using the information of large-scale atmospheric circu
lation phenomena.

Genetic Programming (GP) is a member of the evolu
tionary computing family. GP works on the population of 
computer programs iteratively and breeds a new genera
tion of programs by applying analogs of naturally hap
pening genetic operations. It is based on Darwinian 
principles of natural selection and biologically inspired 
processes (Koza 1992).

The implementation of GP in this work is done using 
software tools viz. ‘Discipulus’ (Francone 1998) that is 
based on an extension of the originally envisaged GP 
called Linear Genetic Programming (LGP). The LGP 
evolves sequences of instructions from an imperative 
programming language or machine language. The LGP 
expresses instructions in a line-by-line mode. The term 
‘linear’ in Linear Genetic Programming refers to the 
structure of the (imperative) program representation. It 
does not stand for functional genetic programs that are 
restricted to a linear list of nodes only. Genetic programs 
normally represent highly non-linear solutions in this 
meaning. (Brameier 2004).

In Hydrology and water resources engineering, GP has 
been used for drought prediction (Maity and Chanda 2015; 
Chavadekar and Kashid 2019). GP is also used for rainfall- 
runoff modeling (Babovic and Keijzer 2002), streamflow 
forecasting on a monthly scale (Mehr et al. 2014).

2.3.1. Preparatory steps in genetic programming
GP evolves a functional relationship between input informa
tion and output information, which is of the form 

Ym ¼ f ðXnÞ; (1) 

where Ym and Xn are the m-dimensional output vector and 
n-dimensional input vector, respectively.

In this study, the input vector consists of the Historical 
Average of net basin yield (monthly/seasonal) ENSO indices, 
EQUINOO indices, MEI indices, and OLR.

The output consists of river basin yield for the parti
cular month/season. The flow chart of the GP methodol
ogy given by Hong and Bhamidimarri (2003) is shown in 
Figure 2.
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2.3.2. Monthly basin yield prediction with one month lead 
time
‘Monthly River basin scale yield’ is a value of yield during 
a particular month, which is predicted with one month lead 
time. For example, the yield of the upcoming month of July is 
predicted at the end of the Month of June, using the specified 
inputs.

The river basin yield of a particular month is predicted 
based on the Historical Average of the Monthly Yield of the 
particular month (HAMY), in combinations with Monthly 
ENSO indices, EQUINOO indices, MEI indices, and 
monthly OLR values of maximum three previous months 
as shown in typical Equation 2, 

Yt ¼ f HAMYt ; ðENt� 1;ENt� 2; ENt� 3Þ; ðEQt� 1;EQt� 2;EQt� 3Þ;

ðMEIt� 1;MEIt� 2;MEIt� 3Þ; ðOLRt� 1;OLRt� 2;OLRt� 3Þ

� �

(2) 

For example, 

YJune ¼ f HAMYJune;ðENMay;ENApril;ENMarchÞ; ðEQMay; EQApril;EQMarchÞ

ðMEIMay;MEIApril;MEIMarchÞ; ðOLRMay;OLRApril;OLRMarchÞ:

� �

(3) 

Likewise, ten models are developed as listed in Table 1 and 
tested for monthly river basin yield prediction.

For the training phase of GP models, the data from 1979 
through 1996 (18 years) were used, for ‘validation’, data from 
1997 through 2005 (9 years) were used and for testing, data 
from 2006 through 2014 (9 years) were used.

2.3.3. Prediction of seasonal river basin yield at the May 
end
The ‘Seasonal Yield’ of the river basin is a single value of 
yield, expected in the upcoming season from 1st June to 30th 

October of the particular water year. It is predicted as 
a ‘single value’ at the end of the Month of May for 

Figure 2. Flow chart of Genetic Programming (Hong and Bhamidimarri 2003).
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a particular season (June through October of that year) to get 
the overall idea of expected basin-scale yield during the 
upcoming season.

The prediction is based on the Historical Average of 
Seasonal Yield (HASY) and monthly ENSO and 
EQUINOO indices of the maximum three previous months 
viz. May, April, and March using Equation (4) as follows. 

Yseason ¼ f fHASYseason;ðENMay;ENMarch;ENAprilÞ; ðEQMay; EQMarch;EQAprilÞg:::

(4) 

Three models with different variable combinations were 
developed and tested for seasonal analysis as listed in Table 3.

3. Results and discussion

The different variable combinations for prediction of 
‘Monthly river basin yield as well as ‘Seasonal river basin 
yield’ and their prediction performance are discussed in the 
following subsections.

3.1. Prediction of monthly river basin yield with one 
month lead time

‘Monthly River basin scale yield’ is a value of yield during 
a particular month. It is predicted with one month ‘lead time’ 
in this section. For example, the yield of the upcoming 
month of July is predicted at the end of the Month of June, 
using the specified inputs.

It is customary to plan and manage the water resources at 
a monthly time scale, as a month is the optimum time period 
for planning, management and utilization of water resources 
at river basin scale. That is why ‘Monthly River Basin Yields’ 
are predicted with One Month Lead Time in this case.

3.1.1. Variable combinations for one month lead time 
predictions
The different variable combinations are formed by changing 
input variables (Table 1), varying the number of inputs in 
a particular combination, and also changing the number of 
time steps to arrive at the best combination of inputs and the 
optimum number of time steps (Table 1). The choice is based 

on the physical insight into the problem, the ‘priori knowl
edge’ of casual variables, and the ‘input impacts’ obtained by 
the GP Tool. The input impact frequencies on output values 
for the variables of monthly prediction are tabulated in 
Table 2.

3.1.1.1. Combination C-1. For this combination, the input 
variables are used with a reasonably long number of lags for 
every input variable. It includes the HAMY of the particular 
month, ENSO Indices, EQUINOO indices, and OLR of three 
previous monthly time steps.

The analysis of GP models in the training phase shows 
that this combination is able to capture variability in the 
observed yield and predicted yield up to 52% (r2 = 0.52) 
and 34% (r2 = 0.34) while testing the GP models. Pearson’s 
coefficient of correlation between Observed yield and 
Predicted yield works out to be 0.72 (r = 0.72) while training 
and 0.58 (r = 0.58) in the testing phase.

From Table 2, it is observed that the highest impact (1.00) 
is given by HAMY of the particular month, which is quite 
obvious as it is the climatological value of that period. EN 
(t-2), EQ (t-1) and OLR (t-1) also show higher impacts, 
whereas OLR (t-2) and OLR (t-3) show comparatively 
much lower impacts.

Table 1. Different variable combinations attempted for the prediction of monthly basin yield and values of the Coefficient of determination (r2), Pearson’s C. C. (r), 
NSE, and RMSE.

Sr. No. Variable Name

Input Variable Combinations

C-1 C-2 C-3 C-4 C-5 C-6 C-7 C-8 C-9 C-10

1 HAMY √ √ √ √ √ √ √ √ √
2 EN (t-1) √ √ √ √ √ √
3 EN (t-2) √ √ √ √ √ √
4 EN (t-3) √ √ √ √ √
5 EQ (t-1) √ √ √ √ √ √ √ √ √ √
6 EQ (t-2) √ √ √ √ √ √ √ √ √ √
7 EQ (t-3) √ √ √ √ √
8 OLR (t-1) √ √ √ √ √ √
9 OLR (t-2) √ √ √ √
10 OLR(t-3) √ √ √
11 MEI (t-1) √ √
12 MEI(t-2) √ √
13 MEI(t-3) √ √
r2 (Training) 0.52 0.46 0.66 0.62 0.59 0.61 0.77 0.55 0.71 0.52
r2 (Testing) 0.34 0.44 0.56 0.31 0.21 0.32 0.29 0.58 0.69 0.38
r (Training) 0.72 0.68 0.81 0.79 0.77 0.78 0.88 0.74 0.84 0.72
r (Testing) 0.58 0.66 0.75 0.56 0.46 0.57 0.54 0.76 0.83 0.62
NSE (Training) 0.66 0.57 0.75 0.74 0.71 0.73 0.61 0.53 0.76 0.26
NSE(Testing) 0.21 0.39 0.55 0.17 0.13 0.17 0.29 0.41 0.77 0.21
RMSE (Training) 850 851 649 799 621 720 681 866 589 959
RMSE (Testing) 1121 1189 1019 1146 1250 1147 1282 1172 1000 1150

Table 2. Input impact frequencies of variables given by GP for monthly basin 
yield prediction.

Variable 
Name

Input Variable Combination

C-1 C-2 C-3 C-4 C-5 C-6 C-7 C-8 C-9 C-10

HAMY 1.0 1.00 1.00 1.00 1.0 1.00 1.00 1.0 1.00
EN (t-1) 0.70 0.63 0.67 - - - - 0.83 0.83 0.73
EN (t-2) 1.00 0.90 0.80 - - - - 1.00 0.97 0.83
EN (t-3) 0.77 0.81 - - - - - 0.80 0.93 0.70
EQ (t-1) 0.97 0.83 1.00 0.87 0.83 1.00 0.80 1.00 1.00 1.00
EQ (t-2) 0.53 0.40 0.63 0.70 0.87 0.87 0.73 0.77 0.73 0.60
EQ (t-3) 0.50 0.83 - 0.63 0.63 0.63 - - -
OLR (t-1) 1.00 - - 0.87 1.00 0.97 - - 0.83 1.00
OLR (t-2) 0.87 - - 0.83 0.80 0.83 - - - -
OLR(t-3) 0.67 - - 0.70 0.69 - - - - -
MEI (t-1) - - - 0.90 - - 0.63 - - -
MEI(t-2) - - - 0.70 - - 0.77 - - -
MEI(t-3) - - - 0.63 - - 0.63 - -
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3.1.1.2. Combination C-2. In this combination, the infor
mation OLR is intentionally avoided to assess the efficacy of 
the ENSO and EQUINOO pair for basin yield prediction. 
This combination explains variability in predicted yield up to 
44% (r2 = 0.44) while testing and also yields a slightly better 
value of correlation coefficient (r = 0.66) while testing as 
compared to C-1.

3.1.1.3. Combination C-3. In this combination, the ENSO 
& EQUINOO for only two previous time steps are consid
ered with the HAMY. The third time step data are excluded 
by considering its impact in the previous combination C-2. 
The results obtained in this combination (Table 1) in the 
testing phase in terms of correlation coefficient ‘r’ (0.75) and 
Nash–Sutcliffe model efficiency coefficient (NSE = 0.55) are 
slightly better than combinations C-1 and C-2 along with the 
smaller value of RMSE (1019). It indicates that information 
of only two previous time steps of EQUINOO may be suffi
cient for the prediction of the basin yield.

3.1.1.4. Combination C-4. Some researchers have used 
MEI in place of the ENSO index in their studies (Ganguli 
and Reddy 2013). Hence, in his combination, MEI, 
EQUINOO, and OLR of three previous time steps with 
HAMY are used. Here also, the results of the analysis while 
testing are slightly inferior to combination C-1, as indicated 
by 31% of variability explained (r2 = 0.31) as compared to 
r2 = 0.34 in variable combination C-1. It also indicates that 
the use of MEI indices in place of ENSO indices gives slightly 
inferior predictions of basin-scale yield.

3.1.1.5. Combination C-5. This variable combination 
attempts to use HAMY with EQUINOO and OLR of three 
time steps and excludes ENSO and MEI totally. It is observed 
that this variable combination explained just 21% variability 
(r2 = 0.21) in the testing phase. Hence, it can be emphasized 
that the influence of ENSO on ISMR and the river basin 
yields is substantial and cannot be neglected.

3.1.1.6. Combination C-6. Here, the OLR and EQUINOO 
indices of just two previous time steps are considered with 
HAMY. The ENSO is purposely avoided to assess the efficacy 
of EQUINOO and OLR pair with just two previous time 
steps (instead of three in combination C-5). It is observed 
that although the time steps of EQUINOO and OLR are 

reduced to 2 from 3, the variability explained is improved 
while testing from 21% to 32% (r2 = 32). This indicates that 
the reduction of the number of time steps for EQUINOO as 
well as OLR may be advantageous to reduce noise in the data 
and arrive at better predictions.

3.1.1.7. Combination C-7. Here, EQUINOO and MEI 
indices of the previous three time steps along with HAMY 
are used. This is an attempt to assess the applicability of MEI 
in place of ENSO. From the results, it is found that the 
variability of predicted data is not that satisfactorily. The 
correlation between observed and predicted basin 
yields came out to be 0.54, which is less than 0.75 in combina
tion C-3. This clearly indicates that the combination of ENSO 
and EQUINOO is the best for basin-scale yield prediction.

3.1.1.8. Combination C-8. Here, the information of 
HAMY, three previous time steps of ENSO, and two pre
vious time steps of EQUINOO is used for checking the 
performance of combination to arrive at the best combina
tion of input variables. The performance of the model is 
better than that of combination C-2, which considers three 
time steps each for ENSO and EQUINOO. It is also better 
than C-3, which considers two time steps each for ENSO and 
EQUINOO (Table 1).

3.1.1.9. Combination C-9. Here, the information of three 
previous time steps of ENSO, two previous time steps of 
EQUINOO, and one time step of OLR is used. From results, 
it is found that the performance of the model is the best 
amongst all the models C-1 through C-8, giving the highest 
value of r = 0.84 in training and 0.83 while testing, explaining 
variability up to 69% while testing.

It may be noted that the combination C-9 performs better 
than all other combinations because it uses inputs vis. ENSO 
indices of three previous time steps, EQUINOO indices of 
two previous time steps and OLR of just one previous time 
step. It matches with the logic of the evolution of ENSO over 
the Pacific ocean being more influential over three previous 
months, EQUINOO indices from the Indian Ocean more 
influential for two previous months and OLR more influen
tial for one previous month as it is a local input. The influ
ence of these selected inputs is also supported by ‘Input 
Impact Values’ calculated by the Genetic Programming 
tool. ‘Input impact’ calculated by the tool is based on the 
percentage of the best thirty programs from the project that 
contained the referenced input variable.

The monthly Observed and Predicted Yield of Upper 
Bhima river basin for combination C-9 while training and 
testing are shown in Figure 3(a,b) respectively.

Figure 3(a) Monthly observed and predicted Yield of Upper 
Bhima river basin for combination C-9 for the training period 
(1979–1996). (b) Monthly observed and predicted yield of 
Upper Bhima river basin for combination C-9 for the testing 
period (2006–2014). (c) Anomaly in observed and predicted 
Monthly yield for combination C-9 for the training period 
(1979–1996). (d) Anomaly in observed and predicted Monthly 
yields for combination C-9 for the testing period (2006–2014).

Figure 3(a) shows that the high yields, as well as low 
yields, are nicely captured by this combination. Also, from 
figure (b), it seems that for the testing period, GP nicely 
predicted the highest yield of August 2006. Also, the low 
yields in 2012 and 2014 were also nicely captured.

Table 3. Different variable combinations attempted for the prediction of 
Seasonal basin yield and values of the Coefficient of determination (r2), 
Pearson’s C. C. (r), NSE, and RMSE.

Variable No. Variable

Variable combinations

S-1 S-2 S-3

1 HASY √ √ √
2 EN (May) √ √ √
3 EN (April) √ √ √
4 EN (March) √ √
5 EQ (May) √ √ √
6 EQ (April) √ √ √
7 EQ (March) √ - -
r2 (Training) 0.79 0.81 0.72
r2 (Testing) 0.46 0.49 0.56
r (Training) 0.89 0.90 0.85
r (Testing) 0.68 0.70 0.75
NSE (Training) 0.98 0.90 0.93
NSE (Testing) 0.76 0.74 0.86
RMSE (Training) 2243 2122 1814
RMSE (Testing) 3884 3971 2938

6 S.D. JAGDALE ET AL.



The plots of observed and predicted monthly yield in 
anomaly form for the combination C-9 are shown in 
Figure 3(c,d) for the training testing phase, respectively.

3.1.1.10. Combination C-10 (excluding HAMY from the 
best combination C-9). A unique variable combination 
is attempted to check the appropriateness of the model 

in the absence of a practically long data set of 
‘Historical basin yield’. It is observed that 38% 
(r2 = 0.38) of the variability is explained by considering 
these inputs (Table 1) with a correlation coefficient = 0.62 
while testing. Thus, the exclusion of HAMY leads to 
poorer performance. However, this combination is not 
completely useless.
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Figure 3. (a) Monthly observed and predicted Yield of Upper Bhima river basin for combination C-9 for the training period (1979–1996). (b) Monthly observed and 
predicted yield of Upper Bhima river basin for combination C-9 for the testing period (2006–2014). (c) Anomaly in observed and predicted monthly yield for 
combination C-9 for the training period (1979–1996). (d) Anomaly in observed and predicted monthly yield for combination C-9 for the testing period (2006– 
2014).
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3.1.2. Gradually evolving combinations and observations
It may be noted that the performances of the input variable 
combination C-9 is the best amongst all the combination of 
all possible influencing factors assessed simultaneously. The 
historical average yield provides information about the exist
ing ‘seasonality’; the large-scale atmospheric circulation 
information provides the information of global forcing on 
the local hydrologic processes, and the OLR considers the 
convective activity over the basin.

It may also be sensible to check whether the inclusion 
of historical average yield for a particular month (clima
tological value) as an input variable adds some artificial 
skill to the model. As indicated in the results of combi
nation C-9, 69% of the variability is explained (r = 0.83) 
by this input variable combination. Now, the explained 
variance between historical monthly average basin yield 
values and observed monthly yield values is also calcu
lated. The coefficient of determination was calculated 
and found to be 0.2048. This indicates that only 21% 
of the variance is explained by the climatological values 
and the remaining 48% of the variance is explained by 
the remaining inputs of the full model. It underlines the 
importance of global and local climate inputs in the 
prediction of river basin scale yield.

3.2. Seasonal river basin yield prediction at the end of 
May

The ‘Seasonal Yield’ of the river basin is a single value of 
yield, expected in the upcoming season from 1st June to 
30th October of the particular water year. It is predicted 
at the end of the Month of May for a particular season 
(June through October of that year). It gives an overall 
idea of expected basin-scale yield during the upcoming 
season.

The seasonal prediction of basin-scale yield has a different 
aspect from monthly prediction. About 80% of rainfall in this 
region is observed during the Monsoon months of June 
through September. Hence, the major portion of the stream
flow is observed during the months of June through October, 
giving a fair idea of the likely availability of water resources 
in the river basin in the ongoing water year (June of the 
current calendar year through May of next calendar year). 
Thus seasonal prediction at May end also has its significance.

In the seasonal analysis, three variable combinations with 
only the ENSO and EQUINOO indices are considered along 
with the Historical Average of Seasonal Yield (HASY) for the 
modelling. The information of OLR is not used for this model 
as OLR is used as a proxy for rainfall activity, and this period 
of rainfall is negligible in this basin. Each time step value is 
a different input variable in this analysis (Like EN(May), 
EN(April), EN(March), etc.). But the inputs in the particular 
variable combination are used as a group of variables. The tick 
mark(√) in front of the variable indicates the inclusion of 
a particular variable in the particular variable combination.

The results of all the combinations are shown in Table 3.
The results of this combination during training and test

ing are shown in Figure 4(a) and figure (b), respectively.
Figure 4(a) Seasonal observed and predicted Yields of 

Upper Bhima river basin for combination S-3 during the 
training period (1972–1994). (b) Seasonal observed and pre

dicted Yields of Upper Bhima river basin for combination 
S-3 during the testing period (2005–2014). (c) Anomaly in 
observed and predicted seasonal yields for combination S-3 
for the testing period (2005–2014).

From Figure 4(b), it is observed that the GP has captured 
the seasonal variation of yield with sufficient accuracy. It is 
observed that GP has fairly captured the high yields during 
the years 2005 and 2006. Also, the low yields during 2009, 
2010, and 2012 are satisfactorily captured in the testing 
period. The anomalies of observed and predicted seasonal 
yields during the testing phase are shown in Figure4(c).

It may be noted that Causal models are mathematical 
models representing causal relationships within an indivi
dual system facilitating inferences about causal relationships 
from data, whereas, ‘Time series forecasting is the use of 
a model to predict future values based on previously 
observed values. However, the models developed in this 
study are deterministic models in which the output of the 
model is fully determined by the parameter values. The 
climatic systems causing the rainfall are roughly similar 
over the monsoon season. Hence, the models are assumed 
to be of homogeneous and deterministic type.

It might be essential to compare the GP with the tradi
tional approaches, like autoregressive (AR) models and 
Artificial Neural Network (ANN) approaches. ANNs do 
have many smart features, but they suffer from a few limita
tions. The difficulties in choosing the optimal network archi
tecture and the ‘black-box nature’ of the NN approach are 
the issues of concern. In an AR model, only the endogenous 
properties of the time series are used. To incorporate the 
external forcing, an option of an AR model with exogenous 
inputs (ARX) may be selected. However, if there are more 
exogenous inputs, computational complexity becomes a vital 
issue. In addition, it is linear in nature, which may not be 
suitable for many applications related to hydroclimatological 
systems (Maity and Kashid 2009).

4. Conclusion

This study attempts to predict monthly and seasonal river basin 
yield of the Upper Bhima River basin using global climate 
indices ENSO, EQUINOO, MEI, and local climate input OLR 
as predictors. The OLR is used as a proxy to rainfall activity over 
the river basin, and it is proved to give better predictions when 
used in association with large-scale climate inputs.

The information of only historical basin-scale yield records 
or only the large-scale circulation information or only the local 
scale OLR information cannot help to give good basin-scale 
yield predictions. Rather the simultaneous use of these inputs 
is found to give better predictions of basin-scale yield. The AI 
tool GP is employed for establishing a correlation between 
predictors and predictand. From the analysis, it is found that 
GP can develop good prediction models for river basin yield 
prediction. The inter-relations between climate inputs and 
basin yield as output are captured satisfactorily, although the 
phenomena are quite complex.

The correlation coefficient between observed and pre
dicted yields while testing for monthly prediction with one 
month lead time could reach up to 0.83. The C.C. for the 
Seasonal prediction at May end could reach up to 0.75, which 
is quite alluring. Thus, it can be concluded that river basin 
yields can be predicted with reasonable accuracy based on 
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climate indices by using the novel tool GP. Such information 
of river basin yield can be advantageously used for planning 
reservoir operation over a season and a water year. However, 
it may be noted that the approach does not consider the 
effect of climate change on basin-scale yield over the analysis 
period, which may be taken as a limitation of this study. It is 
possible to develop similar models for other river basins; 
however, the climate inputs will be different for different 
regions influencing rainfall patterns for the particular region.
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Industrial Training Certificate 

 

TO WHOMEVER IT MAY CONCERN 

 

This is to certify that Mrs. Prajakta Abhishek Satarkar working as Assistant 

Professor in Computer Science and Engineering Department, SVERI’s College 

of Engineering has undergone training on Web development with various 

software tools at our training center from 22nd February 2023 to 21st March 

2023.  

 

During the training session she was zealous, industrious and was learning with a 

good studious attitude. 

 

 

With best wishes, 

Thank you. 
 

 

 

 

 

For Montcrest Software Pvt. Ltd., 

Amol Karanje 

Human Resource 

















Some of photographs are attached below: 

 

 

 

 



 



 
 
 
 
 
 
 
 

TO WHOMSOEVER IT MAY CONCERN 
 
 

 

This is to certify that Dr. Manik Deshmukh Faculty in Civil Dept of SVERI College has 

undergone Internship in our organization. The topic is Cement and Manufacturing System, 

Unit Rajasahree Cement Works. He has done his program during the period July 10, 2023 to 

August 10th, 2023. 

We wish him success in his future endeavors. 
 
 

Thanking You. 

 
For UltraTech Cement Limited 

 
 

Gautam Sharma 

Zonal Head Human Resource 
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Shri Vithal Education & Research Institute's 
College of Engineering, Pandharpur 

Department of Computer Science and Engineering 
In collaboration with 

Global Indian Scientists and Technocrats(GIST) 

Organized a workshop on 
“Application of Artificial Intelligence for Product Development & Research” 

Certificate of Participation 
This is to Certify that Mr/Ms. Bahirwade Pooja Rajendra COLLEGE OF ENGINEERING, PANDHARPUR has 

successfully attended a Workshop on “Application of Artificial Intelligence for Product Development & 

Research” from 8 May 2023 to 18 May 2023. 

 

 
 

Dr.Mrs. V. S. Kshirsagar 

IIC President 

 
Dr. Mrs. S. P. Pawar 

Head of Department 

 
Mr. M. Y. Shaikh 

IIC Coordinator 

 
Dr. B. P. Ronge 

Principal 

Dr. Anand S. Rao 

Global Artificial Intelligence 

Lead in PwC 



Shri Vithal Education & Research Institute's 
College of Engineering, Pandharpur 

Department of Computer Science and Engineering 
In collaboration with 

Global Indian Scientists and Technocrats(GIST) 

Organized a workshop on 
“Application of Artificial Intelligence for Product Development & Research” 

Certificate of Participation 
This is to Certify that Mr/Ms. Birajdar Shraddha Siddharam COLLEGE OF ENGINEERING, PANDHARPUR has 

successfully attended a Workshop on “Application of Artificial Intelligence for Product Development & 

Research” from 8 May 2023 to 18 May 2023. 

 

 
 

Dr.Mrs. V. S. Kshirsagar 

IIC President 

 
Dr. Mrs. S. P. Pawar 

Head of Department 

 
Mr. M. Y. Shaikh 

IIC Coordinator 

 
Dr. B. P. Ronge 

Principal 

Dr. Anand S. Rao 

Global Artificial Intelligence 

Lead in PwC 



Shri Vithal Education & Research Institute's 
College of Engineering, Pandharpur 

Department of Computer Science and Engineering 
In collaboration with 

Global Indian Scientists and Technocrats(GIST) 

Organized a workshop on 
“Application of Artificial Intelligence for Product Development & Research” 

Certificate of Participation 
This is to Certify that Mr/Ms. Dalave Snehal Sanjay COLLEGE OF ENGINEERING, PANDHARPUR has 

successfully attended a Workshop on “Application of Artificial Intelligence for Product Development & 

Research” from 8 May 2023 to 18 May 2023. 

 

 
 

Dr.Mrs. V. S. Kshirsagar 

IIC President 

 
Dr. Mrs. S. P. Pawar 

Head of Department 

 
Mr. M. Y. Shaikh 

IIC Coordinator 

 
Dr. B. P. Ronge 

Principal 

Dr. Anand S. Rao 

Global Artificial Intelligence 

Lead in PwC 



Shri Vithal Education & Research Institute's 
College of Engineering, Pandharpur 

Department of Computer Science and Engineering 
In collaboration with 

Global Indian Scientists and Technocrats(GIST) 

Organized a workshop on 
“Application of Artificial Intelligence for Product Development & Research” 

Certificate of Participation 
This is to Certify that Mr/Ms. Dhembare Monali Bandu COLLEGE OF ENGINEERING, PANDHARPUR has 

successfully attended a Workshop on “Application of Artificial Intelligence for Product Development & 

Research” from 8 May 2023 to 18 May 2023. 

 

 
 

Dr.Mrs. V. S. Kshirsagar 

IIC President 

 
Dr. Mrs. S. P. Pawar 

Head of Department 

 
Mr. M. Y. Shaikh 

IIC Coordinator 

 
Dr. B. P. Ronge 

Principal 

Dr. Anand S. Rao 

Global Artificial Intelligence 

Lead in PwC 



Shri Vithal Education & Research Institute's 
College of Engineering, Pandharpur 

Department of Computer Science and Engineering 
In collaboration with 

Global Indian Scientists and Technocrats(GIST) 

Organized a workshop on 
“Application of Artificial Intelligence for Product Development & Research” 

Certificate of Participation 
This is to Certify that Mr/Ms. Dhotre Khushi Avinash COLLEGE OF ENGINEERING, PANDHARPUR has 

successfully attended a Workshop on “Application of Artificial Intelligence for Product Development & 

Research” from 8 May 2023 to 18 May 2023. 

 

 
 

Dr.Mrs. V. S. Kshirsagar 

IIC President 

 
Dr. Mrs. S. P. Pawar 

Head of Department 

 
Mr. M. Y. Shaikh 

IIC Coordinator 

 
Dr. B. P. Ronge 

Principal 

Dr. Anand S. Rao 

Global Artificial Intelligence 

Lead in PwC 
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Expert Session

On

,, Acceler ato rs/Incub ation-Opp o rtu*ties for

students & Faeulties-Early stage

Entrepreneurs (ESE)"

(ilate: 031{}Sl2{}2e)

Organized bY

ftrtwt&tu*$mrt'wBmr.wvmtimmffi*uxm*il{li#},
&mst*tute mf H&e*tri*ml mnd
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Department of Electronics and Telecommunication
Engineering

AY: 2022-2023



Ot"', {----^*-i' rswr'?st Ef!{..,&.} ffi
COLLEGB OF ENGINEERING, PANDHARPUR ffi O***

P.B. No. 54, Gopalpur -Ranjani Road, Gopalpur, Pandharpur- 413 304, District: Solapur (Maharashtra)

Tel.: 02186-216063, 9503103 7 57 ,TollFre e No.: 1800-3000-413 1, E-mail: coe@)sveri.ac'in,web: *rvw'sveri'ac'in

{,ryL:$h lepp.ou.d by A.I.C.T.E., New Delhi and Affiliated to P.A.H. Solapur University, Solapur)

SVE R I | *'ro o**dited all etigible uG programmes, NAJAc A+ Accredited lnstitute, Accredited bv The lnstitution of Engi

(lndia), Kolkata and TCS, Pune' lSo g}ot-2o15 Certified lnstitute

&sE{rrt frf ffi xxrs"r€. $essii}l}

Topic of Session : ooAccelerators/Incubation-opportunities lbr Students & Faculties-Early Stage

Entrepreneurs (ESE)".

Date: WednesdaY, 3rd August, 2022

Time: 2:30pm Onwards
Mode of Conduct: Online through Zoom link

Organizing Department: Imstitwtislm's lnm*va€ir*n Csumei.9 {{IC}, trnstitnte af *llectricat artd

lrli*etronics {IHHe{} & X}*trlar*::enf sf xin*ctr*xatas mnd'f;1*Ee*s1l:mwxicati*m [i*gine*ri*g

Brief lletails ab*mt the Programrrle:

. The department of Electronics and Telecommunication Engineering, SVERIs

CollegeofEngineering,Pandharpurhadorganizedanexpertsessionon
"Accelerators/Incubation-Opportunities for Students &

Entrepreneurs (E SE) " on Wedne sday, 3'd Attgttst, 2022'

The aim of this online session is to provide Knowledge regarding Early Stage Entrepreneurs

(ESE) and details regarding Accelerators/Incubation. An incubator helps entrepreneurs flesh out

business ideas while accelerators expedite growth of existing companies with a minimum viable

product (MVP). Incubators operate on a flexible time frame ending when a bus'iness has an idea

or product to pitch to investors or consumers. so Session was alranged for allt students of the

electronics and communication department on "Accelerators/Incubation-Opportunities for

Sfr-rdents & Faculties-Early Stage Entrepreneurs (ESE)"'

The session was conducted By Mr.Girish Sampath, Manager, Community, 'i"l "o*'u*t'
Sobus Insight Forum. He explained regarding Accelerators/Incubation' Ms'S'S'Gawade gave a

brief introduction about the resource person and regarding the session and also proposed a Vote

of thanks. More than 100 students and20 faculties parlicipated in this session'

Faculties-EarlY Stage
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Stage Entrepreneurs u
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Day & Date: Wednesday,
3,'d AugustrZg2Z

Time: 2:30 pm Onrvards

Mr,Girish Srimp*th
l'Ianager, Communit"v and programs, Sobus

InsightForum

$*fuesiule c?* FSp:
Date: Wednesday, 3rd August, 2022
Time: 2:30pm Onwards
Mode of Conduct: Online through Zoom link:



N{r.G irish sa m pa th Nlana ger,(Com mun ity,An d progiams,sobm r^igt 1
Forum)

Qualification:
o MBA- (Marketing and Finanie) from Dept.of

Management Studies,Anna University.
. !.8. (Elecrrical and Electronics Engineering),St. Josephs

Col lege of Engineering (2004-200g ).
Experience:

o Community Builder:Sobus Insight Forum [n

o Manager Partnership: Omnicuris,Mumbai Area.
o Deputy Manager Partnerships:Mylan In Bengalr-uu.
o Project Co-ordinator-The shola Trust
o Intlia Fcllorv : India Fellow Social Leadership

Program,Delhi
o Intern: L&T Ltd,ECC Division,Chennai area
o lntern:TVS motors
o System Engineer:Infosys

${*s*axy*e I'errsa*{e *$ fl$&}:

{ili:alp:oes *fl FE}$} S*sst<affis:



hials Name ofStudent

Mr Aniktsunil hnSot€

Mi Rushikesh Utam Pol

Mr. chavan Audumbar Kanifnath

Ms. ladhavAkankshaAnil

Mr Pratyushwaghmode

Mi Aniket Govardhan Mote

Ms. SuPdYajakappa kote

Mr, Roopam Rev.nnath Muluk

Mr RahullaxmansinERaiput

Mr Saaarsavant

Ms. Pratbha Prssad suryawanshi

Mr Nikhil Bhosale M

Mt. &inidhanaiimorc

Mr o.kar kuda8e

Ms Mlnal Shtikant Mh'mane

Ms. lanhavidevdikar

Mr RiteshGaneshchavan'

Ms Ailt Ktshor Bandgar

Ms, MrunalVivekchoundawar

Mr shreYahanamantwakade

Ms. Rutuja Rajend6 more

Mr Omb.Ankush zincade '

Mi Krtshna mahadev koli

Ms- SandhvaEni Khandu Mash

Ms. snehal shivaji Kadam

Mi TanmaYShiv'ii Mali

Mr Shubhamsherkhane

Ms. Va6hali:antoshlngale

Mt. PafilVshhnavionyaneshwar

M5. Priyanh Balaso kndave

Ms. shindeAnlitaShankar

Mr shtin.th FulPai

Ms. BohihiNasnathlaSlap

M5. Amruta Rajabhau lokare

Ms. Srusht Rajendn thinge

Ms. Sanjana thadtashe$

Ms. Nasaryoj€vatshalikundlik

Mt. MadhuE Sunil PhalPhale

Ms. Meenakshi Bramhanand Pafl

Mi PrafikAnilYadav

Mr AniketShahu Barate

Ms. saYali Letrdave

Ms. Aishwarya oatairaY Kadam

Mi (€nnySantani

Ms. sonali Ramesh Misal

Ms shinde vatshnavi Bandu

Ms- DevkuleAtshwarYaaPPa

Mr. Ashwarya RaShu Shind€

Mi PB6kBalbhimwashmde

Ms. Maheshwari &mlakar5hnh Padl

Mr vyanktesh PGshant cuja'

Mt. SmtautrcshwarLokhande

Mi Siddhi OataraYa Shinde

i Mt Aniali Mallinath Manakoii

Mr AriunviiaykumarPatl

Mr Moretushar Dhananiay

Mr Suhas Pawar

Mr Pri6YashwantTawashe

Ms. Aish{arya Patane

M. (.le Sandesh Subhash

Ms. vanita Manohar Ranadive

Ms. RongePradkshaRaBhlnath

Ms. shrui Mukedr Kala

Mr Ranjit Re€n Dahv'l€

M. sakshi navnath Patole

Ms. Shivani Ramdas Atkle

Mi Deepak RajkumarPanl

M. Patole shlbham Dhanaii

Ms. shreyaDipakKulkami

M5. Mane Rutuia Suryahnl

Ms. hmalsatvlw'nThorat

Ms AtshwarYa Mohan Bhosal€

rushik€sh9ol51CA

chavan.k00@gng

katesonali90@gr I

BhulBjput4soT S

pradbhaPsuryafh

Nikelo5TbhosaleB

hk9730kk@tmA

va6hal6inBale@B

vaEhnavi2065@ B

shrilathfulpaiG A

roh ininjastaP @. I
!mrur.dokare@ I
nuthibhinteSGA

sanjanarbhadrar I
vaGhalinasaryolB

madhurasPhalPlA

meenakashibPatA

pratkavadav@c(B

aniketsbarate@(a

s$endaveg@sm A

atshwary.dkadarA

kennysa.tani29( B

ronalimts.12002 S

vatsh.avibshiod( s

aIhwaryaade!krB

a6hwarya6hind B

PraikbwaShmo(8

maheshwailkshi A

vyank.tedlpcuFA

smtalo(hande9:B

sidd hidthinde@' I
anialimmanakoii B

arjunvPadll606(B

rushardmore@. B

s!ha$Pawar@c'A

PritYtaweshe@(B

aishw.ryaPatanrA

sandethskale@€ E

randivevanitaoS:A

piionEe@8mail. B

dtruikala200268

nnjitdak.valeGA

sakshiPatole4T6 A

atkaleshivani@8 A
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rutuiasmand12 B

komahthoht@cA
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lnitials Name of FacultY

Ms. Mohua Biswas

Mr. Rahul BandoPant Pawar

Ms. Smita Suresh Gawade

Mr. Amol AchYutrao Kadam

Ms. N.T.Pujari

Ms. Seema Ashok Atole

Ms. JYoti Sahadev Shinde

Ms. Sangeeta jadhav

Mr. M A Deshmukh

Username

msbiswas@coe.sveri.ac'in

rbpawar@coe.sveri.ac'in

ssgawade@ coe.sveri'ac'i n

adkadam@coe.sveri.ac'in

ntpujari@coe.sveri.ac.in

saatole@coe.sveri.ac.in

jakend u le@ coe'sveri.ac'in

sjadhav@coe.sveri.ac.in

madeshmukh @coe.sveri'ac'in

OfficialEmaiFid
msbiswas@coe.sveri'ac.in

rbpawar@coe.sveri.ac.in

ssgawade@coe.sveri.ac'in

aakadam @coe.sveri.ac'in

ntpujari @coe.sveri.ac.in

saatole@coe.sveri'ac.i n

jakendule@coe.sveri.ac'in

sjadhav@cie.sveri.ac.in

madeshmukh @ coe.sveri'ac'it
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Life stages of a startul? ancl
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In this session students learnt about the life stages ofa startup and its activities at each stage'

students get the knowledge about Accelerators/Incubation and also students get oppoftunities

for Incubation/Acceler.ti"or, ".,pport 
at the SVERI's Sobus Center of Excellence platform of

Early Stage EntrePreneurs.
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                          Sponsored Project 



ne Powertronics Pvt Ltd
Reg.Off- 8403, Karan Bella Vista, Sr.No 75l1,7512 , Pune-Solapur Road, Manjari, Pune-412307

To,

The Principal,
SVERI's College of Engineering, Pandharpur

Subject: Regarding sponsored project

Respected Sir,

With reference to above cited subject,Sunshine Power Electronics Pvt. Ltd. Pune

conducted a meeting for sponsored projects with final year students on 24.08.2022. The
following projects listed below are sponsored under MOU activity of SVERI's COE

Pandharpur and Sunshine Power Electronics Pvt. Ltd. Pune for the academic year 2022-23.

Thanking you.

TechnicaI Director,, "
Sunshine Powertronics Pr,.t. Ltd. Pune

Date:22.08.22

Sr.No Project Student Name

1

Development of Fish Monitoring System using IoT
for Aquaculture.

Ms. Walke Vaishnavi Digambar

Ms. Shelke Rutuja Sanjay

Ms. Devkule Aishwarya Appa

2
Water Quality Analysis and Smart water meter using

IoT.

Ms. Bharma Sakshitai Shivsharan

Ms. Gaddam Shefali Ajay

Ms. Lokare Arnruta Rajabhau

Te/- +91-8500018793, www.sunshinepowertronics.com, sunshinepowertronics@gmail.com
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Cdahrcs tecfi,nohdes
H-3O2, La Vida Loca , Pimple Saudagar, Pune- 4tlO27

Email : Caainos@smail.com, Phone : +9L7674066055

To,

The Principal,

SVERI's College of Engineering,Pandharpur

Date:20.08.22

Suhject: Regarding sponsored project

Respected Sir,

With reference to above cited subject, Caainos Technologies. Pune conducted a meeting for
sponsored projects with final year studerats on 22.08.2022. The following projects listed below are

sponsored under MOU activity of SVERI's COE Pandharpur and Caainos Technologies. Pune for the

academic year2022-23.

Sr.No Project Student Name

I IoT Based Health Monitoring Device.

Ms. Deshmukh Vaishnavi Shardkar

Ms. Jadhav Akansha Anil
Ms. Sonar Trupti Govind

2
Power Generation from Foot Steps using Piezo

Sensor.

Ms. Atkale Shivani Ramdas

Ms. Bansode Ankita Annasaheb

Ms. Chavan Vaishnavi Sudhir

Thanking you.

Regards, !i\

Rajesh Bhalerao

Caainos Technologies,

Pune-411027
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                                                                                                                        Date: - 04/01/2023 
 
 
 
The Head,  
Department of Computer Science and Engineering, 
SVERI’s C.O.E. Pandharpur. 
 
Subject: About approving Sponsored Project. 
  
Respected Madam, 

 
I received your letter and I am glad to inform you that, we are allowing your students 

for undergoing the internship in our company. 
 

During this period, following mentioned students will work on Sponsored Project titled “File 
Integrity Monitoring” We hope that students will complete the project in time. The names 
of the students are as follows: 

 
Names of students: 
1. Jadhav Abhishek Ashok               2. Sathe Omkar Ghansham 
3. Lingade Vishal Anil    4. Jagdale Pavanraj Balasaheb 
5. Nagane Ananda Rajendra 

 
Name of project guide: Prof. P.D.Mane 

 

          Such activity will really bridge the gap between industry and institute for further 
strengthening the relations resulting in powerful academic environment. 

 

 

 

 







 
 
 

 

 

 

                                                                                                                        Date: - 11/02/2023 
 
 
The Head,  
Department of Computer Science and Engineering, 
SVERI’s C.O.E. Pandharpur. 
 
Subject: About approving Sponsored Project. 
  
Respected Madam, 

 
I received your letter and I am glad to inform you that, we are allowing your students 

for undergoing the internship in our company. 
 

During this period, following mentioned students will work on Sponsored Project titled “An 
Eminent Visual Model for Deaf and Mute People using Machine Learning” We hope 
that students will complete the project in time. The names of the students are as follows: 

 
Names of students: 
1. Vaishnavi M. Abhangrao               2. Prerana R. Limbole 
3. Vishakha V. Savalkar    4. Trupti S. Katkamwar 

 
Name of project guide: Prof. T. A. Dhumal 

 

          Such activity will really bridge the gap between industry and institute for further 
strengthening the relations resulting in powerful academic environment. 

 



SHRINIVAS MEDICAL AND
GENERAL STORES

4726/41, Manisha Nagar, Near Vitthal Mandir, Opposite Ujani Colony
Pandharpur 413304, Maharashtra India

Date: 05/07/2023

To Whomsoever It May Concern
This is to certify that the student of Computer Science and Engineering Department

from SVERI’s College of Engineering, Pandharpur are allowed to develop software module for

our Shrinivas Medical, under the title of “An Eminent Visual Model for Deaf and Mute

People using Machine Learning”

The Details of operation will be provided as per the requirements.

The students are as follows:
Vaishnavi M. Abhangrao

Vishakha V. Savalkar

Prerana R. Limbole

Trupti S. Katkamwar

Name of the Guide: Prof. T. A. Dhumal

Contact Details
Mr. Sachin Kole Mob: +919423328961

(Pharmacist) Email ID: sachinkole1978@gmail.com














